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Preface

Special ICE Issue
Almost one and a half centuries since it became a practical

reality, the Internal Combustion Engine~ICE! remains today the
vastly dominant fuel energy converter in our society. The reasons
for the ICE dominance in on and off-road vehicles, railroad, ma-
rine, home use, stationary power generation and some aircraft
applications are its low specific cost, high power density, robust-
ness, versatility, and fuel flexibility. Indeed, the internal combus-
tion engine has met all performance, fuel economy and emissions
requirements to date, and is well matched to available fuels.

Nevertheless, with ever increasing socio-economic pressures
for developing yet cleaner and more efficient means for convert-
ing the chemical fuel energy into useful work, the ICE is facing
emerging competition from hybrid power systems and fuel cells.
In response to these new challenges, opportunities lie ahead to
enhance dramatically the execution of the fundamental processes
in the engine cylinder and to optimize design and system integra-
tion to meet new targets. The intensifying global research activi-
ties have resulted in a large number of technical papers, presented
at the Fall and Spring Technical Conferences organized by the
ICE Division of the ASME, which have dealt with both the basic
thermo-fluid processes and various aspects of engine design.

This special issue of theASME Journal of Engineering for Gas

Turbines and Poweris devoted to a selection of the highest qual-
ity papers presented at ASME-ICE meetings, and other papers of
long-term reference value, which were submitted directly to the
Journal. The papers have been arranged in the following topical
areas: Injection and Fuel-Air Mixture Preparation, Auto-ignition
and Homogeneous Charge Compression Ignition Engines, Spark
Ignition Engine Combustion, Emissions, Manifold Gas Dynamics
and Turbocharging, Tribology and Wear. The papers make signifi-
cant contributions to enhance our understanding of the fundamen-
tals and apply them to design of advanced systems using sophis-
ticated modeling and experimental techniques. The contributions
of the authors, the anonymous referees, and the ICE Engine Divi-
sion Associates, Conference and Session Organizers are gratefully
acknowledged.

I want to end this preface with a special word of appreciation
and thanks to Lee Langston, our Journal Editor for his encourage-
ment to pursue this worthwhile project, and to Judy Sierant and
her ASME staff for working diligently to make this special issue
happen.

Dennis N. Assanis
Associate Editor

Internal Combustion Engines
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Copyright © 2003 by ASME
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J. S. Cowart
Department of Mechanical Engineering,

University of Connecticut,
Storrs, CT 06269-3139

The Formation of a Combustible
Mixture During the First Cycle of
Cranking and Startup in a
Port-Fuel-Injected Spark-Ignition
Engine
As automotive engine emission standards continue to become more stringent, excellent
cranking, and startup fuel control will become imperative in order to achieve minimum
engine-out emissions. Optimized engine starting requires the generation of a strong first
firing cycle. Fortunately, an engine’s first cycle event is physically less complex than
future engine cycles, providing the opportunity for accurate modeling. A physically based
crank mixture preparation model coupled with a multicomponent fuel model was devel-
oped to provide insights into the fuel vapor generation process during the first cycle of
engine starting. Excellent agreement with experimental data is obtained over a range of
operating conditions. Model results show that for increased engine temperatures, fuel
distillation becomes of comparable importance to the convective mass transfer fuel vapor
formation mechanism. Additionally, the modeling work suggests that fuel pooling near the
intake valve is occurring at rich fueling levels. The important effect of engine speed
during intake is correctly predicted by the model.@DOI: 10.1115/1.1563237#

Introduction
In order to achieve the lowest possible automotive engine emis-

sions, engine cranking and startup behavior will need to be opti-
mized in the future. Currently, engine starting performance is ad-
ditionally receiving increased attention due to some hybrid
vehicles using engine shutdown during idle periods. With such
systems, numerous engine starts will be necessary each vehicle
trip. Thus, obtaining a strong and optimized ‘‘first-fire’’ will be
imperative to meet future customer demands and reduced engine
emissions. Towards this end, a first cycle of crank mixture prepa-
ration model was developed that seeks to both improve the physi-
cal description of the mechanisms leading to in-cylinder fuel va-
por generation, and to lay the groundwork for a practical engine
calibration tool.

Mixture preparation in a port-fuel-injected~PFI! spark-ignition
~SI! engine is an extremely complex process with widely varying
two-phase physical behaviors as a function of engine geometry
and operating conditions. Mixture preparation research has been
very active during the past decade, with experimental~both engine
and bench-top based! work providing the most abundant results.
Some representative studies are contained in Refs.@1–17#. Mod-
els of PFI mixture preparation have also attempted to capture
some of the fuel’s physical behavior in the formation of a com-
bustible mixture, as well as the liquid flows from the intake port
into the engine’s cylinder~see Refs.@18–25#!. One excellent
model that seeks to predict the multifaceted detailed behavior of
mixture preparation during normal engine operation~including
transients! is that of Curtis et al.@26#. A number of the modeling
elements used by Curtis are employed in this study. Unfortunately,
limited information exists on the mixture preparation process dur-
ing engine startup transients. While a few cranking experimental
studies have been pursued, to the author’s knowledge no pub-

lished modeling work on the cranking cycles exists. The frame-
work for this model~described below! is based upon the physical
picture provided by many of the above-cited references.

Experimental Background
This modeling effort was preceded by an experimental study,

@27#, that produced some interesting results that could not be thor-
oughly explained by the experimental data alone. Thus, a second-
ary motivation for this study was to use the physical model to aid
in interpreting these experimental results.

Experimental characterization of engine starting behavior was
performed on a Ford Zetec 2.0L four-cylinder four-valve/cylinder
engine. References@27–30# describe this engine, test cell and di-
agnostic equipment in detail. The geometry of the engine is char-
acteristic of many 4 valve/cylinder engines that are in production
today.

A brief summary of the startup behavior of this engine is out-
lined below. Data were collected using engine cylinder number
four due to its ease of access for pressure and gas sampling. The
primary diagnostic used in determining in-cylinder fuel vapor lev-
els was a fast flame ionization detector~FFID!, @31#.

Engine StoppingÕStarting Positions. For a four-cylinder
four-stroke engine, the engine tends to stop with one of the pistons
at mid stroke (;90 deg. from BDC! of compression. This is the
point at which the positive to negative transition of the sum of the
individual cylinder gas load powers is equal to zero:

Pg5 (
all cylinders

pV̇50. (1)

For a detailed analysis of this behavior, see Ref.@27#. For this
study, cylinder #4 piston starting positions denoted by A, B, C,
and E in Fig. 1 were used to replicate the typical configurations. In
addition, position D was added to examine the engine behavior
with the piston starting from TDC of the intake stroke.

Representative Ambient Engine Start. Characteristic ambi-
ent (20°C engine coolant temperature—ECT! start behavior is

Contributed by the Internal Combustion Engine Division of THE AMERICAN SO-
CIETY OF MECHANICAL ENGINEERS for publication in the ASME JOURNAL OF
ENGINEERING FORGAS TURBINES AND POWER. Manuscript received by the ICE
Division, March 2002; final revision received by the ASME Headquarters, July 2002.
Associate Technical Editor: D. Assanis.
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shown in Fig. 2. Prior to the start, the engine had come to rest at
the midstroke of compression of cylinder #1. The firing order is
1-3-4-2. Cranking begins immediately after time zero on the ab-
scissa. All the injectors were fired simultaneously at;0.1 second
after crank start. A substantial amount of fuel (;210 mg, l inj
;0.15 wherel is the relative air-fuel ratio! was injected to cyl-
inder #4. The dips in the manifold absolute pressure~MAP! cor-
respond to the air induction event of the individual cylinders.
Cylinder #3 was the first cylinder to experience air intake~its
starting position was at mid stroke intake!. Cylinder #4 was the
first to fire. The engine speed was cranked to;200 rpm~the three
dips in the rpm before engine firing were due to the compression
gas loads of cylinders 1,3, and 4!; then it accelerated with the
power output of the firing cylinder. As the engine speeded up, the
MAP decreased to;0.45 bar at 1 second after cranking.

One of the distinct features of the first cycle of combustion is
that it takes place at substantially lower rpm (;200) than normal
engine operation. Furthermore, the crank accelerates substantially
during the heat release period. As such, the airflow velocities, the
heat transfer characteristics, and the combustion phasing for maxi-
mum brake torque~MBT! are substantially different then normal
practice. These effects and an associated heat release analysis are
described in detail in Ref.@27#.

Effect of Starting Position on Startup Speed—rpm. The
instantaneous rpm for the first combustion cycle of cylinder #4
also depends very much on the starting position. With starting
position A, the crankshaft has been accelerated by two firing

cycles ~from cylinders #1 and #3!, and thus the speed reaches
;680 rpm. With positions B, the crankshaft has been accelerated
by one firing cycle ~from cylinder #3!; the speed reaches
;500 rpm. For positions C, D, and E, there are no previous firing
cycles; the speed is determined by the starter motor, and it is
;200 rpm.

The averaged intake valve open engine speeds were also mea-
sured. These speeds are important from the mixture preparation
perspective, as they will be the force behind convective mass
transfer and strip atomization processes. The data show average
engine speed during the first engine cycle running at;450 rpm
for the early starting position~A! to ;100 rpm for later initial
starting position~E!.

Model Framework

Assumptions. Engine starting generally begins with a ‘‘dry’’
intake port. Visual intake port studies have shown this to be the
case at various starting temperatures,@1,2#. Additionally, engine
shutdown experiments indicate that residual port fuel is almost
fully purged from the intake port during the decelerating engine
cycles,@30#. The implications of such behavior requires that ad-
ditional fuel needs to be injected on the first engine cycle to ac-
count for significant intake port wall wetting. The second and
following cycles will then already contain residual intake port
fuel. Thus, it is assumed that the intake port is dry upon com-
mencement of engine crank.

This engine’s fuel injector has relatively large fuel droplets
(;350mm SMD!, @10#. It is believed that all of the injected fuel
impacts the surfaces~‘‘walls’’ ! of the intake port and valve first,
and immediately becomes part of the puddle. This behavior is
assumed true even for open valve injection~OVI!. See Ref.@30#
for a detailed discussion of this effect.

Due to the high MAP~close to atmospheric! on the first engine
cycle, backflow effects, often seen at intake valve opening due to
subatmospheric intake conditions, will be neglected. As a result, it
is believed that the intake port puddle on the first engine cycle will
not experience the fuel redistribution~often to the upstream port
region! that has been observed during steady-state operation.
Thus, the puddle formed by the injector remains intact until the
intake valve opens and forward intake flow acts upon it.

Knowledge of the intake system surface temperature~‘‘wall’’ !
on which the intake port puddle is formed is necessary for evalu-

Fig. 1 Engine starting positions for cylinder #4

Fig. 2 Characteristic ambient engine start from initial position C
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ation of boiled-distilled fuel levels. It is known that the intake
valve and intake port are at an equal temperature for all starting
conditions, although both valve and port temperatures vary ac-
cordingly with overall engine starting temperature. In the case of
ambient and cold engine starts, the entire engine has been allowed
to cool to the starting temperature. Intake port and valve tempera-
ture measurements confirmed,@28#, equality of temperature at the
ambient state.

This temperature equality between the intake port and valve
allows for the conceptualization of a single liquid fuel puddle
mass, even though it may be distributed on both the lower intake
port and valve. It has been shown that these thin fuel films quickly
~fraction of an engine cycle time! achieve the surface temperature
to which they’ve been applied,@18#. Knowledge of this wall and
liquid film temperature will allow accurate estimates of puddle
boiling/distillation as a function of intake wall temperature. Thus,
this model is alternatively called the ‘‘one puddle model.’’

During crank, as with stabilized engine operation, it is the light
fuel components that preferentially vaporize to provide a signifi-
cant fraction of the vaporous fuel to start the engine. One study
sampled combustion chamber gases before spark in order to de-
termine the contribution of various fuel components to the mix-
ture preparation,@32#. The study was able to quantify the expected
strong role of light fuel components during the cranking process.

Thus, in order to obtain reasonably accurate puddle boiling/
distillation estimates, a multicomponent fuel model was used. In
this case, the experimental fuel~California Phase II Reformulated
Gasoline! was represented by six fuel components. Figure 3
shows the actual experimental distillation curve for the gasoline
used, along with the six fuel components chosen for the modeling
effort. The modeled fractions of the six fuel components are simi-
lar to that developed by Curtis@26#. Curtis developed the reduced
multicomponent fuel model specie fractions in order to simulate
the evaporative characteristics of the real gasoline fuel. He then
experimentally validated this reduced multicomponent fuel mix-
ture to ensure similar evaporative behavior to that of the actual
gasoline,@33#.

Modeled Physical Processes.Once the puddle is formed by
the injected fuel and defined to immediately reach the wall tem-
perature, boiling/distillation of the lighter fuel components is al-
lowed to immediately occur. The fuel vapor that forms from
boiling/distillation is assumed to stay as vapor~no reverse pro-
cesses allowed! and is all attributed to the in-cylinder fuel vapor
mass once the intake valve opens.

Then, once the intake valve opens, the intake system air flow
contributes to two more physical processes at work on the puddle.

After the forward fresh airflow displaces the distilled vapor into
the engine, there is further evaporative mass transfer from the
liquid pool to the incoming fresh air. This transfer will be referred
to as the convective mass transfer.

The second process during the intake event is that of shear-
driven ~Couette-type! flow in the fuel film. This film is then as-
sumed to break up into droplets as it is being blown off the edge
of the valve and valve seat. Estimates of their size will be made to
determine if they contribute to the fuel vapor formation process.

Finally, these three contributions to the engine’s in-cylinder fuel
vapor, boiled/distilled fuel vapor, convected fuel vapor and liquid
film small droplets (,10mm) are added together to produce a
modeled in-cylinder fuel vapor mass.

Model Details

Mass Conservation Equations. At every crank angle degree
after the start of engine rotation, Eq.~2! is evaluated for each fuel
specie,i , in the puddle. Fuel injection is defined to occur over the
same crank angle duration as the experimental data. However, for
the model, injection occurs in a discrete amount each crank angle
degree. Boiling/distillation is assumed to reach equilibrium each
crank angle degree after additional injection mass is added to the
puddle. Convection and liquid transport occur only during the
intake event period.

Dmpuddle,i5mfuelinj,i2~mdistill, i1mconvection,i1mliquid,i ! (2)

Puddle Aspect. While the conservation of mass equations
only track fuel mass, many of the physical processes modeled
require knowledge of the puddle area and height~e.g., aspect ra-
tio! in order to estimate their specific behaviors. Thus, a simplified
fluid mechanics solution was pursued to understand the relation
between puddle volume and its corresponding area and
height, @30#. A numerical solution gives the puddle height as the
following:

hmax5c* AVolume . (3)

This solution agrees well with unpublished observations of
puddle formation on a flat plate. For the complex geometry in the
intake port, it is assumed that the volume0.5 dependence still holds
approximately. The constantc in Eq. ~3! was set from correlation
to experimental results in which the puddle representative of one
high load injection fuel mass (;30 mg) possessed a height of
;15mm.

Distillation. Estimates of individual component boiling/
distillation are made using Raoult’s rule of the ideal solution.
Ideal solution behavior is defined either for a dilute solution or for
a mixture consisting of constituents of similar structure. It is the
latter that is assumed valid in the current context. In this case, the
solution assumes that each molecule of a given component expe-
riences the same interactions whether its nearest neighbors are of
the same or of another constituent. For each specie, Raoult’s rule
states that the vapor pressure of each individual fuel specie is
independent of the other species and only a function of tempera-
ture. The following equation applies to each fuel specie:

xi ,g* PTOT5xi , f* PSAT,i~T! (4)

where the indexi refers to an individual fuel component.x is the
mole fraction of a given fuel specie in bothg-vapor form, and
f -liquid form. PTOT is the total intake port pressure, andPSAT,i is
the saturated vapor pressure of speciei at temperatureT. These
six equations along with the associated conservation~mass and
moles! equations in the liquid and vapor phases provide a solution
for the vapor mass of each fuel specie at the givenT andP each
crank angle degree.

Convection. Convective vapor mass transport estimates from
the puddle are made using the Reynolds analogy for heat and
mass transfer. Detailed studies of heat transfer in rough wall tubes

Fig. 3 Reformulated gasoline distillation curve with six specie
multicomponent fuel model shown
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are included in most heat transfer texts~e.g., Refs.@34#, and@35#!.
The Gnielinski equation~heat transfer relation! was converted to a
mass transfer correlation by Reynolds analogy.

Sh5
hm* Dport

D f i ,air
5

~ f /8!* ~Re21000!* Sc

1112.7* Af /8* ~Sc0.6721!
(5)

Sc is the Schmidt number. The other parameters are described
below. This Sherwood~Sh! number was then used in a rate of
vapor mass transfer correlation as established by Spalding@36#.
The friction factor,f , in Eq. ~5! is used as the calibration for the
model. It has a physical meaning, and can be connected to a pipe
roughness with the use of a Moody chart. Thus, the final convec-
tive fuel vapor mass transfer rate equation is as follows:

mconvection,i5E
IVO

IVC

~11Sh!* F Als

Dport
rgmD f i ,air

3 lnS 11
DMFF,i

12MMFs,i D G•dt (6)

MMFs,i is the mass fraction of fuel vapor at the surface of the
puddle.DMFF,i is the difference between the fuel vapor mass
fraction at the surface and the centerline free stream fuel vapor
level ~set to zero!. Als is the area of the liquid surface, from the
puddle aspect ratio submodel. The density of the gas-vapor mix-
ture at the puddle surface isrgm . Dport is the port diameter, and
D f i ,air is the fuel-air diffusivity of fuel speciei .

Liquid „Couette… Flow and Breakup. Numerous authors
have modeled shear driven intake port puddle film flow. Servati
assumed that the liquid flow was of the Couette type, with a linear
velocity profile, @18#. Curtis believed that a laminar boundary
layer flow was in effect, and assumed the corresponding parabolic
velocity profile,@26#. By equating the shear stress at the top of the
liquid puddle film with the shear stress generated at the puddle
surface by the forward airflow into the cylinder, the liquid fuel
film transport into the engine’s cylinder can be estimated~Eq.
~10!!. The scalarm51 is for Couette flow, andm51/2 for a
laminar boundary layer type flow. The estimated difference in
mass flow between the two types of liquid flow is more than a
factor of two, with boundary layer flow being greater. In this
study, Couette type flow is assumed.

mliquid,i5y,i•mliquid5E
IVO

IVC

y,i•Pw•r f•S cf•Vo2
•h2

2•m l
D •dt (7)

The liquid puddle mass fraction term,y,i , is used to account for
the predominately heavier fuel species that comprise the puddle.
Pw is the wetted perimeter of the puddle. The liquid puddle den-
sity, viscosity, and height arer f , m l , andh. The port centerline
velocity isVo, and the coefficient of friction between the air-flow
and the liquid surface iscf (cf5 f /4, f : friction factor from
above!.

Once the liquid flow mass is established, a wave breakup model
is applied,@37#, to determine the SMD of the droplets formed
from the liquid film flow sheet breakup. A droplet distribution,
@38#, is then applied to determine the fraction of droplets that are
below 10mm. Droplets that are below this diameter are then as-
sumed to remain suspended as vapor and contribute to the in-
cylinder vapor mass. See Ref.@26# for an application of these two
models to the engine environment.

Base Model Results

Base Model Inputs and Calibration. This ‘‘one puddle’’ first
cycle of crank model~base model! was run at simulated hot starts
(ECT590°C) with the appropriate engine cycle phasing~starting
positions: A, B, C, D, and E! and averaged first cycle engine speed
as seen in the experimental data at the different engine positions.
Thus position A started fuel injection at 180 deg~top center

compression–TCC, 0 deg5BCC), and had an average engine
speed during intake of 450 rpm. Position D started injection at 568
deg, and had an average speed during intake of 200 rpm.

The average engine speed was scaled to a mean piston speed,
and then instantaneous piston speed as a function of engine crank
angle position. Next, instantaneous intake port air speed~averaged
across the port cross section! was determined by scaling instanta-
neous piston speed by the ratio of piston area to port cross-
sectional area.

The base model required that the friction factor be set to 0.06
for agreement between the model and the hot start experimental
data for in-cylinder fueling near stoichiometric. A friction factor
of 0.06 corresponds to a normalized port wall roughness of 3%
(«50.035roughness height/diameter). While the exact rough-
ness of the Zetec port is not known, this value of« is certainly
reasonable due to the fairly coarse intake port surface caused by
sand castings.

A comparison of model predictions with experimental data is
shown in Fig. 4. In each group of bars are shown injected fuel
mass, experimental in-cylinder fuel mass and model predicted in-
cylinder fuel mass. Injected fueling of 27 mg generally provides
for slightly lean of stoichiometric in-cylinder fueling. Injected fu-
eling of 40 mg generally provides for slightly richer than stoichio-
metric in-cylinder fueling.

The model predicts in-cylinder fuel vapor levels well. The
model predictions are within ten percent of the experimental data
for positions A and D with fueling near stoichiometric levels.
Additionally, the model reproduces the differences between posi-
tions A and D. Position A delivers an in-cylinder relative air-fuel
ratio ~l! that is generally 0.1l richer than position D for the same
injected fuel mass. This effect is a result of the higher engine
speeds during the intake stroke experienced with position A, con-
vectively drawing in more fuel vapor. Thus, higher engine speeds
enhance the convective mass transport of fuel from the puddle to
the combustion chamber.

Unfortunately, model agreement with the data at Position E is
not good. Position E, late intake event fuel injection timing deliv-
ers an in-cylinder mixture that is inhomogeneous. Still, the model
under predicts in-cylinder fuel vapor levels by almost a factor of
two. The low in-cylinder fuel mass levels predicted by the model
at E are a result both of the assumption that all injected fuel must
first impact the port walls, and the shortened times of intake valve
open period. These effects coupled with the reducing piston/port
velocities during the later half of the intake stroke result in low
model predictions. In reality, it is likely that direct fuel flow from
the injector into the combustion chamber results. Estimates based
on geometry show that approximately 1/4–1/3 of the injected fuel
directly enters the combustion chamber from the fuel injector.
With the large droplet size containing significant momentum, it is
believed that this direct injector contribution to the cylinder will
likely hit the bore wall. Evaporation of the light fuel ends will
result. Convective mass transfer during compression will addition-
ally vaporize more cylinder wall/piston liquid fuel.

While this OVI behavior could be modeled, it is extremely
difficult to experimentally verify the different in-cylinder vapor-
ization mechanism at work. Fortunately, position E is a poor en-
gine position to develop a first fire, both due to its inhomogeneity
and high engine out HCs. Thus, efforts to model its behavior are
not essential. In practice, it would be advisable to skip fueling to
the second cycle if the engine starting position is at E.

Next, the simulated ECT and intake system wall temperature is
reduced to ambient condition (20°C). No other modification is
made to the model.

The results for positions A and D are shown also in Fig. 4. In
this case, 135 mg of injected fuel is necessary to deliver a near
stoichiometric fuel vapor mass to the engine’s cylinder. Above, for
the hot starts, only;40 mg of fuel was necessary. From the mod-
eling results it is clear that the model is able to naturally adjust to
the changing simulated temperature conditions. Much less fuel is
predicted to boil/distill at the ambient conditions. This leads to a
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larger puddle with a broad surface area. Thus, convective mass
transfer is greatly enhanced and becomes the dominant fuel vapor
generation mechanism~this effect will be discussed in detail in the
next section!. As was the case for the hot starts, position A shows
slightly higher in-cylinder fuel vapor levels due to the higher en-
gine speed during the intake event. The agreement between the
model and data at the varied starting positions, temperatures and
injected fuelling is excellent, differences of less than ten % exist.

Physical Processes. In this section detailed results from the
model reveal the physical mechanisms at work during the first
cycle of crank. As described in the model description sections
above, physical mechanisms that can generate in-cylinder vapor
include boiling/distillation, convective mass transport, and liquid
film flow breakup into small droplets. The relative importance of
these mechanisms is now discussed.

Figure 5 shows a first cycle of crank model simulation for a hot
start at initial engine position A with stoichiometric in-cylinder

fueling. All six fuel species are shown as a function of engine
crank angle during the first engine cycle. The ordinate displays the
fraction of injected fuel that remains in the puddle during the first
crank cycle. Fuel injection occurs from 120 to 150 crank angle
degrees. Next the quiescent period until the intake valve opens
lasts until 530 crank angle degrees. Finally, the intake valve open
period lasts until 50 deg after bottom center~ABC!.

During the fuel injection period most of thei -pentane boils.
Pentane is the lightest fuel specie modeled in the multicomponent
fuel model. A few percent of the injected pentane is seen retained
in the puddle at the start of injection, but quickly all of the pentane
boils and remains in the port as vapor until drawn into the com-
bustion chamber at IVO.

The next modeled specie heavier than pentane is hexane. As
seen in Fig. 5, approximately 55% of the injected hexane remains
in the puddle after injection is complete, with the remainder
boiled/distilled off as vapor in the intake port.

Fig. 4 Base model comparison with experimental data at various starting positions. Both hot and ambient start
results are shown.

Fig. 5 A simulated hot start at position A. The fraction of each fuel specie that remains in the puddle during
the first engine cycle is shown.
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As the fuel species’ molecular weight~MW! increases, so does
the fraction of injected fuel that remains in the puddle as liquid
after injection. At the upper end of the distillation curve due to its
heavy nature, n-decane is seen to leave almost all of its injected
mass in the puddle as liquid.

For these hot starts it is seen that a significant fraction of the
injected fuel~especially lighter fuel components! immediately va-
porizes in the port, creating fuel vapor that will enter the combus-
tion chamber upon IVO.

During the intake event period, Fig. 5 shows all fuel species
being draw out of the puddle. This convective mass transfer phase
is very strong, but how much of the puddle reduction is due to
liquid fuel transport and how much is due to convective vapor
mass transfer?

The model predicted distribution of the injected fuel on the first
cycle of crank for a hot start with near stoichiometric fueling
shows the following. Approximately 1/4 to 1/3 of the injected fuel
becomes fuel vapor due to boiling/distillation. Next,;1/2 of the
injected fuel becomes fuel vapor due to intake event convection.
Injected fuel that remains in the puddle past the first engine cycle
comprises slightly less than14 of the injected fuel. Liquid fuel
transport into the cylinder comprises only a few percent.

Of the approximately 2% of injected fuel that is drawn into the
cylinder as a liquid film, the wave breakup and distribution mod-
els predicts less than ten percent of it will be of a small enough
diameter (,10mm) to be entrained in the combustion chamber
gases as fuel vapor. Thus, the vapor contribution from the liquid
film flow–breakup is very small. Most of the liquid film drawn
into the combustion chamber is likely residing on both the cylin-
der wall and piston surfaces as a liquid film.

When the starting temperature is then dropped to ambient con-
ditions (20°C), most of the injected fuel remains in the port
~80%!. Convective mass transfer is the dominant vapor formation
mechanism. Distillation and liquid flow breakup are negligible at
this condition.

Thus, common to both hot and ambient starting~with in-
cylinder fuel vapor levels near stoichiometric!, both the diffu-
sional and liquid film flow breakup mechanisms can be neglected
with regards to their contribution towards generating in-cylinder
fuel vapor. The model predicts that both effects are second order
and not significant in the mixture preparation process. Convection
and distillation are the dominant mixture preparation mechanisms
that need to be considered.

The relative roles of convection and distillation are shown
across the starting temperature range from ambient to hot in Fig.
6. These simulations show injected fuel levels necessary to
achieve a stoichiometric in-cylinder fuel mass level across the
temperature range. For ambient starting, convective mass trans-

port is the only mechanism to deliver fuel vapor to the combustion
chamber. The temperatures are too low for vapor generation. As
the engine starting temperature warms from 50 to 80°C the rela-
tive importance of distillation vapor generation becomes impor-
tant. Likewise, as fuel vapor is generated from boiling/distillation,
the puddle size during intake valve open is reduced leading to the
lessening importance of convective mass transfer at higher engine
temperatures. At hot engine starting, convection and distillation
are of comparable importance.

Comparison to Vehicle Data and Zetec Data. ‘‘One
puddle’’ first cycle of crank simulations across a range of tempera-
tures and fuel injections were performed to estimate appropriate
first cycle of crank required fueling. Figure 7 shows the modeling
results compared to three production vehicle calibrations and the
Zetec data.

The series of dashed lines represent the model predictions for
various in-cylinder air-fuel ratios. The lowest dashed line shows
the injected fuel mass necessary in order to achieve a 10% lean of
stoichiometric in-cylinder mixture. In the experimental works,
@27,30#, this 10% lean limit was seen across the range of starting
temperatures in order to achieve a positive IMEP first cycle. The

Fig. 6 Model predicted injection mass necessary for stoichio-
metric in-cylinder fueling from 20– 100°C starting temperature

Fig. 7 Comparison of model results to production engine calibrations and Zetec experimental data
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next three dashed lines~moving upwards in the figure! show the
model predictions of injected fuel for stoichiometric, 10% rich
and 20% rich in-cylinder fueling.

The diamond, triangle, and square symbols show the required
fueling in three production Ford vehicles as a function of ECT.
The agreement between the model and production fueling levels is
very good from ambient to hot start conditions. For cooler than
ambient starts (ECT,20°C), it is expected that strong liquid fuel
effects become important, requiring high levels of actual fueling
in order to achieve a combustible mixture.

Finally, the Zetec data is shown in the ovals at 0°, 20° and
90°C. Agreement between the model and data is excellent around
stoichiometric fueling at both ambient and hot starting. However,
for ambient rich fueling and cold starting the model under predicts
the required first cycle fueling necessary. This behavior will be
discussed in the next section.

Base¿Fuel Crevice Model „Rich Fueling… Results

Model Improvements and Results. While the base model
predicts well the required injected fuel behavior near stoichio-
metric fueling, it does not work well for rich to very rich in-
cylinder fuelling. Figure 8 shows the first cycle in-cylinder rela-
tive air-fuel ratio~l! as a function of first cycle injected fuel for
hot starting at position A. For this case, and at all temperatures
and starting positions, the experimental data shows that despite
high fuel injection levels, the in-cylinderl reaches a constant
level despite even higher fuel injection amounts. Unfortunately,
the base model results do not predict this behavior. As seen in Fig.
8, the base model shows continued enrichment with increasing
first cycle fuel injection mass.

In looking at the detailed model results at high first-cycle fuel
injections, it is evident that the associated high levels of predicted
in-cylinder fuel mass are a result of the strong convective mass
transfer action across a wide puddle area. In fact, this predicted
puddle area is very wide, more than ten times the associated foot-
print area of the injection spray. This modeled spreading of the
initial injection spray is likely too broad.

Both the intake port and valve are angled towards each other
creating a crevice that is likely containing a pool of liquid fuel.
The port centerline is angled approximately 30 deg off the hori-
zontal. Likewise, the intake valve head is angled approximately
20 deg off the horizontal towards the intake port. The hypoth-
esized location of the crevice pool is at the intersection of these
two angled components.

By assuming that fuel is collecting in the form of a crevice
pool, the modeled puddle area then is greatly reduced. This also

reduces the convected in-cylinder fuel vapor mass since the con-
vected mass is proportional to puddle area. But how much fuel is
pooling in the crevice? Or alternatively, what is the overall thin
film puddle area/mass?

One approach to determine the thin film puddle area/mass is to
assume that the base thin film puddle can only contain as much
fuel as exists in the intake port during normal engine operation at
high load and low engine speed. In Ref.@30# experimental esti-
mates of the residual intake port fuel levels were made using
injector cutoff/disablement. For stabilized engine operation (90°C
ECT!, at 0.9 bar 1500 rpm the residual port fuel was seen to be
;30 mg of fuel. Stabilized ambient engine experiments were also
performed showing;200 mg of residual intake port fuel at 20°C
ECT.

Thus, these values will be used to define the maximum liquid
fuel mass that is contained in the thin film puddle. When the
modeled thin film puddle is predicted to exceed 30 mg~hot start-
ing! the remainder of the fuel is assumed to pool in the crevice. It
is additionally assumed that the crevice pool is not so thick as to
restrict the conductive wall heat transfer to the crevice pool, such
that the crevice pool is assumed to also reside at the wall tempera-
ture.

With this crevice pool model modification, the modeling pre-

Fig. 8 Position A hot start experimental data and modeling
results

Fig. 9 Position A hot start modeling details with crevice pooling occurring at mid-high fuel injection levels
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dictions are then shown in both Figs. 8 and 9. From 40 to 80 mg
of injected fuel, the improved model follows the experimental
trends well for in-cylinder fuel vapor. Figure 9 also shows both
the convective mass transfer levels and boiling/distillation contri-
butions to the in-cylinder fuel vapor. It is seen that by assuming

the occurrence of liquid crevice pooling, convective mass transfer
is relatively constant with increased first-cycle injected fuel mass.

While this crevice pool model works well for high fuel injec-
tion levels, at very high fuel injection levels one further model
modification needs to be made. Since the data shows in-cylinder
fuel mass remaining constant at very high injection levels, it is
likely that the crevice pool becomes so thick that insufficient time
exists to conduct wall heat through the crevice pool~this assump-
tion will be validated in the next section!. Thus, the model shows
that for hot starting, once the puddle plus crevice mass exceeds 45
mg, a cool upper pool is assumed to exist that doesn’t reach the
wall temperature, and thus does not distill/boil as with the thin
film puddle and lower crevice pool. With this final model modi-
fication agreement across the entire range of injection levels is
attained. The conceptual picture of crevice pooling and the deep
‘‘cool’’ pool are shown in Fig. 10.

This base plus crevice pool model was next applied to hot start-
ing at engine positions D and E. The modeling and experimental
results are shown in Fig. 11. The model predicts the reduced in-
cylinder fueling differences as engine starting position is changed
from A to D to E. This effect being a result of faster engine speeds
at more advanced starting engine positions. Additionally, the crev-
ice pooling plus deep cool pool assumptions work well for posi-
tions D and E, predicting a constant in-cylinder fuel vapor level
with increasingly high fuel injection levels.

Next, the model is applied to increasing fuel injection levels at
ambient starting. Similar behavior is observed as with hot starting.
At high-rich fuel injection levels, the in-cylinder fuel mass be-
comes constant. Using 200 mg as the stable ambient thin film
puddle level, the results are shown in Fig. 12. While the trends are
correct, the 200 mg level needs to be reduced to 150 mg for
agreement with the data.

Deep Crevice Liquid Pooling. If the above described deep
cool crevice explanation is to be plausible, then a heat transfer
analysis should confirm that when a deep crevice pool is formed,
insufficient time exists to conduct wall heat through the deep crev-
ice pool to the upper liquid surface.

Figure 13 shows conduction penetration thickness into a hypo-
thetical liquid fuel film~initially at 20°C) versus time for conduc-
tion from a wall at 90°C. Curves for 10%, 50%, and 90% tem-
perature changes are shown. These percentages at a given time
and thickness reflect the temperature of the outer surface of the
liquid film as a percentage of the hot wall temperature. These
percentages correspond to an outer surface liquid film temperature

Fig. 10 A schematic representation of the intake port during
„1… stoichiometric and lean fueling, „2… rich fueling with crevice,
and „3… excessively rich fueling during hot starting

Fig. 11 Hot start model comparison to data at positions D and E
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of 27°C, 55°C, and 83°C. The calculation of these curves was
based on the transient plane slab assumption of a liquid fuel film
with the lower outer surface of the liquid film at the temperature
of the hot engine wall (90°C). Additionally, the upper liquid sur-
face is assumed adiabatic. While the analysis is only approximate,
it nonetheless gives an indication of the physical problem.

If fuel injection occurs very early in the engine cycle~e.g.,
initial position ‘‘A’’ ! the maximum time for conduction of wall
heat through the liquid film exists until the intake valve opens.
This ‘‘soak’’ time is the time on the abscissa. Some corresponding
engine speeds for this maximum soak time are shown below the
abscissa labeling. Thus, position A engine starting corresponds to
an approximate 200 msec soak time due to its;450 rpm average
speed during the intake period. Since the abscissa reflects the
maximum possible soak time~from ;IVC to IVO! this time scale
is not appropriate for the later engine starting positions C, D, and
E since only a fraction of an engine cycle exists for puddle/pool

soak despite their lower engine speeds. Thus, the late initial en-
gine positions actually have soak times less than A despite their
lower speeds.

As seen in Fig. 13, the 45 mg thin puddle plus crevice pool line
~minimum residual intake port fuel mass for hot starting at which
the deep cool pool is believed to be occurring! provides for a
maximum pool height of;350mm. This height is based on the
assumption that the crevice pool is triangular in cross section
around 1

2 the valve circumference. At this point~450 rpm–200
msec!, the puddle outer surface temperature is approaching a level
90% of the wall temperature. So distillation/boiling should still be
occurring. However, as the injected fuel and thus crevice pool
grows, as represented by the 80 mg thin puddle plus crevice pool
line, the 90% (83°C) temperature penetration is;400mm short
of the approximate deep crevice pool height. This suggests that
boiling/distillation is not occurring in the upper part of the deep
cool crevice pool. Engine speeds would need to be reduced by 2
1
2 times for the full deep crevice pool to fully reach the wall
temperature. Thus it is very likely that the deep crevice cool pool-
ing assumption is valid based upon heat transfer arguments.

Conclusions

• The relatively simple ‘‘one puddle’’ first cycle of crank model
works remarkably well for predicting in-cylinder fuel vapor
mass for near stoichiometric fueling across a broad range of
temperatures~ambient to hot starting!. A single calibration for
the convective mass transfer relation performed at hot engine
conditions and then applied to all operating conditions is the
only requirement for in-cylinder fueling levels near stoichio-
metric or fuel lean. The model is capable of predicting the
differences in in-cylinder fuel vapor that occur at different
engine starting positions. This effect is a result of the in-
creases in convective mass transfer from the puddle as initial
engine position is advanced~and thus higher first-cycle en-
gine speeds!.

• Across the temperature range, for rich in-cylinder fueling,
‘‘crevice pooling’’ is believed to be occurring. Additional
model calibration is necessary based on steady-state residual
intake port fuel levels~as a function of ECT!. The crevice
pool is still thin enough to achieve the port wall temperature

Fig. 12 Ambient starting model comparison to experimental
data at position A

Fig. 13 Conduction length into a liquid fuel film initially at 20°C from a wall at 90°C versus
time. Estimated deep crevice depths are also shown.
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before the intake valve opens. The crevice pool likely
‘‘dumps’’ into the combustion chamber as large droplets and
liquid film flows at IVO, and is not believed to be a factor in
vapor generation on the first cycle.

• With very high first-cycle fuel injection levels during hot
starting, the crevice pool is believed to be quite deep/thick,
such that distillation/boiling is not occurring in the upper por-
tion of the deep crevice pool.

• For hot starting, the mixture preparation mechanisms of
distillation/boiling and convective mass transfer are of com-
parable importance. Distillation produces fuel vapor that con-
sists of primarily light-end fuel components, while convec-
tion draws in more of the heavy-end fuel components from
the puddle. Liquid film flow from the thin puddle is of sec-
ondary importance and can be neglected.

• For ambient and cold starting, convective mass transfer is the
dominant fuel vapor generation mechanism. Once the crevice
pool ‘‘dumps’’ into the combustion chamber, thin film liquid
flow is then only a few percent of the remaining puddle mass.
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Parametric Characterization
of High-Pressure Diesel Fuel
Injection Systems
The focus of the study described herein is the characterization of the high-pressure hy-
draulic electronic unit injector (HEUI) and of the electronic unit injector (EUI) diesel
injection systems. The characterization items include injection pressure, injection rate,
injector response time, needle lift, start up injection transient, and dynamic discharge
coefficient of the nozzles. Macroscopic and microscopic spray visualizations were also
performed. The effects of injection conditions and nozzle configurations on injection char-
acteristics were reviewed. Nozzle sac pressure was measured to correlate with the up-
stream injection pressure. A LabVIEW data acquisition and controls system was imple-
mented to operate the injection systems and to acquire and analyze data. For an HEUI
system, based on the results of the study, it can be concluded that common-rail pressure
and length of the injection rate-shaping pipe determine the injection pressure, while the
pressure rising rate and injection duration determine the peak injection pressure; it was
also found that the nozzle flow area, common-rail pressure, and the length of the rate-
shaping pipe are the dominating parameters that control the injection rate, and the rate
shape is affected mainly by common-rail pressure, especially the pressure rising rate and
length of the rate-shaping pipe. Both injection pressure and ambient pressure affected the
spray tip penetration significantly. The penetration increased corresponding to the in-
crease of injection pressure or decrease of ambient pressure. The variation of spray
penetration depends on the type of injection system, nozzle configuration, and ambient
pressure. The large penetration variation observed on the HEUI sprays could be caused
by eccentricity of the VCO (valve-covered-orifices) nozzle. The variation of the mini-sac
nozzle was 50% less than that of the VCO nozzle. The near-field spray behavior was
shown to be highly transient and strongly depended on injector design, nozzle configura-
tion, needle lift and oscillation, and injection pressure.@DOI: 10.1115/1.1498268#

Introduction
High-pressure electronic-controlled fuel injection systems, such

as the electronic unit injector~EUI!, the hydraulic electronic unit
injector ~HEUI!, and the common-rail~CR; e.g.,@1–3#!, are the
heart of advanced diesel engines. These systems could provide
features required by an advanced engine such as a more precise
injection quantity, a more flexible injection timing, and a higher
injection pressure, compared to the conventional mechanical in-
jection systems. A high injection pressure combined with a small
hole diameter nozzle can provide~1! better spray formation, due
to the finer initial drops exiting the nozzle, with a higher velocity;
~2! better air entrainment and air-fuel mixing;~3! a more homog-
enous mixture, with a lower local equivalence ratio and fewer
over-rich regions. Achievement of these factors have been re-
ported as the keys to generation of a low smoke combustion pro-
cess as well as reduction of particulate emissions~Pierpont and
Reitz @4# and Kato et al.@5#!. This paper describes a study of the
injection and spray characteristics of the high-pressure HEUI and
EUI injection systems.

The HEUI system used in the study was an Indiana Research
Institute ~IRI! prototype high-pressure injection system for ad-
vanced diesel engine combustion research. The system consists of
a low pressure fuel supply pump, a high pressure oil pump, a
common-rail equipped with a pulse width modulation~PWM!
pressure regulator, and an electronic-controlled intensified injec-

tor. The high-pressure oil pump is the source of the system work-
ing pressure. It pressurizes and delivers the oil, the working fluid
of the system, to the common rail that serves as the pressure
accumulator. The pressure regulator then maintains the pressure of
the accumulator at a setpoint that can be in the range of 20.7 to 38
MPa ~207 to 380 bar!. The pressurized oil is fed to the inlet of
injector via the common-rail. Once the injector is energized, a
spool valve in the injector is opened to allow the pressurized oil to
flow through it. The oil then acts on an intensified plunger that
subsequently pressurizes the fuel as the fuel is delivered through
the injection nozzle. The low-pressure fuel supply pump continu-
ously delivers fuel to the injector with the fuel pressure main-
tained at approximately 0.7 MPa~7 bar!. More details about HEUI
can be found in Refs.@6,7#.

The EUI system used in the study consists of a low-pressure
fuel supply pump, a cam-driven rocker arm, and an electronic-
controlled mechanical driven injector. In the injector, a plunger is
continuously actuated by the rocker arm when the engine is run-
ning, steadily pumping fuel into the plunger chamber. Once the
solenoid of the injector is energized, the solenoid-driven poppet
control valve closes the channel that connects the plunger cham-
ber to the low pressure returning fuel gallery. Subsequently the
pressure of the plunger chamber starts to increase. When the
chamber pressure is greater than nozzle opening pressure, fuel
injection starts and continues until the solenoid is de-energized
and the chamber pressure drops below the opening pressure,
which is 3.45 MPa~34.5 bar! for the nozzle used in the study. A
strain gage is installed on the surface of the rocker arm for mea-
suring the injection pressure indirectly.

The parameters of injection characterization investigated in this
study include injection pressure, injection rate, injector response
time, and needle lift. Based on these measured characteristics,
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other useful information was derived, specifically the dynamic
discharge coefficients of the nozzles. The parameters of spray
characterization investigated in this study include penetration,
overall structure, hole-to-hole variation, initial spray breakup,
spray at end of injection, spray at peak-pressure injection, and
near-nozzle-exit spray cone angle. Both macroscopic and micro-
scopic visualization methods were applied to characterize the
HEUI and EUI sprays.

The stability and asymmetry of the fuel sprays from high-
pressure nozzles, especially the VCO-type nozzle, has a signifi-
cant influence on the combustion and emission performance of
diesel engines, mainly due to the decreased air utilization for the
greater degrees of asymmetry. The variation in spray penetration
and spray cone angle from hole to hole must be quantified both
before and after the injector tip is utilized on the engine if emis-
sions and combustion variations are to be understood and corre-
lated. In this study, the spray characterization was carried out by
injecting fuel into ambient air, and by injecting fuel into a room-
temperature nitrogen-filled pressurized chamber. The chamber
pressure was adjusted to simulate the air density at the end of the
compression stroke of a compression ignition engine. In a real
engine, the fuel is injected into the combustion chamber close to
the end of the compression stroke. Hence, it is reasonable to as-
sume that fuel sprays injected into a pressurized chamber encoun-
ters a similar drag force as that experienced by a fuel spray in-
jected into a real engine. Since the chamber was filled with room
temperature nitrogen gas, the fuel sprays mostly were in the form
of liquid droplets and could be treated as nonevaporative sprays.
Although under the same ambient density condition both the pen-
etration and dispersion of an evaporative spray could be much less
than those of a nonevaporative one, the characteristics obtained
from a nonevaporative test condition still provides a good indica-
tion of the fuel injection performance.

The characterization parameters of macroscopic visualization
carried out in this study were the spray penetration, the overall
spray structure, and hole-to-hole variation. High-speed photogra-
phy was used to complete this task by recording the time depen-
dent structure and characteristics of the sprays. By studying the
images recorded, the performance of the nozzle tips and the injec-
tion units were evaluated.

The characterization parameters of microscopic visualization of
this study were the initial spray breakup, the spray at end of in-
jection, spray at peak-pressure injection, and near-nozzle-exit
spray cone angle. Although some research had been carried out to
characterize the near exit spray behavior, the most current work
had limitations. Most previous work used a single-hole nozzle
which could not produce a turbulent flow field similar to that
produced by multihole nozzles. Some works used scale-up models
which could not exactly match the force-ratios and time scales in

practical diesel sprays. These studies also used a single-image-
per-injection photography technique, either using CCD or a tradi-
tional still camera. To overcome the limitations of the previous
work, standard multihole nozzles and both a still camera and high-
speed drum camera were used in this study.

Experimental Setup
Figures 1 and 2 show the details of the nozzle geometries. In

this experiment, two types of multiple-orifice nozzles were used;
valve cover orifice~VCO! nozzles and minisac nozzles. The ex-
perimental setup for the characterization of the HEUI injection
system was as shown in Fig. 3. A Kislter 4067A2000 piezo-
resistive pressure transducer was mounted at approximately 6.5
cm upstream of the inlet of the injection nozzle holder. A Bosch
type injection rate meter,@8#, recorded the injection rate by mea-
suring the pressure wave produced by the injector when it issued
an injection into a length of the compressible fluid-diesel fuel. A
linear variable differential transformer~LVDT ! displacement sen-
sor was mounted on the pressure pin of the injection nozzle holder
to detect the needle lift.

A nozzle tip was instrumented with a pressure transducer, as
shown in Fig. 4, for the measurement of sac pressure, representa-
tive of the downstream injection pressure. By comparing the up-
stream and downstream injection pressures, the pressure drop and
the fuel transportation time across the nozzle holder assembly was
determined. A LabVIEW Data acquisition and controls system
was implemented to operate the HEUI system during testing. The
parameters controlled were the injection pressure, the injection
duration, the number of injections, and the synchronization be-
tween injection and data acquisition. The LabVIEW system was
also used to record and to analyze the test data. The nozzle tip
specifications are summarized in Table 1. The flow number, for
example, 610 of the VCO nozzle, represents steady state volume
flow rate in cubic centimeter within 30 seconds test period with
100 bar injection pressure. And nozzle manufacturer provides the
flow number. The experimental setup for the macroscopic spray
visualization consisted of a copper-vapor laser system~Oxford
CU15!, a 35-mm still camera or a high-speed drum camera, a
pressurized chamber and its peripheral, and the LabVIEW data
acquisition and control system. The copper-vapor laser was ex-
panded into a thin light sheet using a cylindrical lens, functioning
as an optical shutter with a 12.5-kHz pulsing frequency and with
a minimum exposure time of 10 ns. The drum camera was oper-
ated at 250 revolutions per second with a 1/15-second shutter
speed. The LabVIEW Data Acquisition and Control System con-
trolled the fuel injection pressure, timing and quantity. At the
same time, the LabVIEW system also executed data acquisition
and system synchronization among the laser, photography, and
fuel injection systems. The injection pressure was recorded with
the injection and laser command signals; concurrently images
were taken by the photography system. The experimental setup
for spray visualization was as shown in Fig. 5. Two levels of
chamber pressure, 1.72 and 2.76 MPa~17.2 and 27.6 bar!, were
used to evaluate the effect of ambient density conditions on pen-
etration and dispersion. For the HEUI spray investigation, a 620
minisac and a 610 VCO were used to analyze the effect of nozzle

Fig. 1 Schematic of orifice-type nozzle

Fig. 2 Nozzle configurations
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configuration on spray symmetry. These two different types of
nozzles had a similar flow number. Diesel fuel no. # 2 wasused in
this study.

The optical system setup for microscopic visualization con-
sisted of a long-distance microscope, a copper-vapor laser~Oxford
CU15!, and a still or high-speed-drum camera. To obtain better
image resolution of the initial spray breakup, the peak-pressure
injection, and the end of injection, still camera photography was
used. The still camera photography methodology utilized 35

324-mm photographic film, a long-distance microscope, and
single-shot produced by laser as the light source. To obtain more
insight of the near nozzle exit spray dynamics, the high-speed
drum camera was used. The drum camera photography methodol-
ogy utilized 10324-mm photographic film, long-distance micro-
scope, and 25-kHz pulsed copper laser. The copper laser was ex-
panded into a thin sheet with a thickness less than 0.09 mm by
using cylindrical lens. It was used as the optical shutter for both
the one shot and the 25-kHz shots, with a minimum exposure time
of 10 ns. The drum camera was operated at 250 revolutions per
second with a 0.16-second shutter speed. The long-distance mi-
croscope, similar to the ones used by other researchers~Sjoberg
et al.@9#, Fath et al.@10#, and Lai et al.@11#!, was used to magnify
the diesel spray structure very close to the nozzle exit. With the
long distance microscope lens located 8.75 inches away from the
observed object, the amplification factor was 17.4, resulting in a
diffraction-limit resolution as small as 1–2 micron. The optical
setup provided excellent resolution in both time and space, as
shown in Fig. 6.

Fig. 3 Schematic diagram of the experimental setup and fuel system

Fig. 4 Injection pressure measurement for both upstream and sac pressure

Table 1 Nozzle specifications

Nozzle Tip
No. of
Holes

Hole
diameter

~mm!

Total Hole
Flow area
~m** 2!

Cd
~Steady-state

flow!

610 ~VCO! 6 0.218 2.24 E-7 0.58
620 Mini-sac 7 0.190 1.98 E-7 0.68
730 VCO 7 0.210 2.42 E-7 0.64
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Results And Discussion

1 Characterization of the Hydraulic Electronic Unit Injec-
tor „HEUI … system

Injection Pressure. The injection pressure of an HEUI system
mainly depended on the common-rail pressure and injection dura-
tion. As shown in Fig. 7, with an injection duration of 2.25 ms, the
injection pressures increased as common-rail pressures increased.
At a 2.25-ms injection duration and 38 MPa~380 bar! common-
rail pressure, the system was able to deliver the fuel at injection
pressures up to 130 MPa. The intensified ratio, the ratio of injec-
tion pressure to common-rail pressure, of the injector for three
common-rail pressure settings, 20.7, 27.6, and 38 MPa~207, 276,
and 380 bar!, were 3.71, 3.80, and 3.44, respectively. Figure 8
showed the effect of injection duration on injection pressure. A
1-ms increase of injection duration contributed to a 29 MPa in-
crease in peak injection pressure. The thickness of the pressure
adjusting shim inside nozzle holder also affected the injection
pressure. As the shim thickness increased from 1.95 to 3.24 mm,
the peak injection pressure increased from 4 to 6%.

Injector Response Time.The injector response time, the time
between injection command and start-of-injection~SOI!, was in
the range of 1.4 to 1.8 ms. The injector was driven by a peak-and-
hold type driver powered by 70-volt power supply. The injector
response time consisted of two time increments. The first time

Fig. 6 Schematic of microscopic visualization of VCO nozzle
of EUI system

Fig. 5 Schematic of the experimental setup of nonevaporative spray visualization

Fig. 7 The effect of common-rail pressure on injection
pressure

Fig. 8 The effect of injection duration on injection pressure
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increment is that required to energize the solenoid that drives the
spool valve. The second time increment is that required for the
spool valve to move to the open position and the line pressure to
build up. The former depends on the power supply voltage applied
to the driver; the latter depends mainly on common-rail pressure
and the length of the rate-shaping pipe. The results summarized in
Tables 2 and 3 that a long rate-shaping pipe, a low common-rail
pressure, and a reduced pressure adjusting shim thickness increase
the injector response time.

Injection Rate and Needle Lift.The injection rate mainly de-
pended on the common-rail pressure, the needle lift, the nozzle
hole area, and the length of the rate-shaping pipe. As shown in
Fig. 9, a higher common-rail pressure provides a higher rising rate
of injection pressure, and consequently a higher injection rate.
When using a 24 inch rate- shaping pipe, the pressure rising rate
decreased and the needle lifted more slowly, both of which re-
sulted in lower injection rate~Fig. 10!. Figure 11 shows the effect
of nozzle hole area on injection rate. As the nozzle flow area
increased, the injection rate increased but there was no significant
effect on the shape of the injection rate. The injection duration, the
type of nozzle tip~VCO or mini-sac!, and the thickness of the
pressure-adjusting shim had little effect on injection rate. The
maximum needle lift of the nozzles used in the tests was 0.31 mm,
as measured from the needle seat to the fully open position. The

pressure in the nozzle pressure chamber and the pressure applied
to the top of the needle determine the needle lift behavior. In the
case of HEUI nozzles, the pressure applied to the top of needle
was equivalent to atmospheric pressure therefore the pressure in
the nozzle pressure chamber dominated the needle lift pattern. As
shown in Fig. 10, when a 12-inch rate-shaping pipe with a
common-rail pressure of 380 bar~38 MPa! was used, it took 0.2
ms for the needle to reach the fully open position. However, with
a longer injection rate-shaping pipe~24 inches! and a lower
common-rail pressure~276 bar!, the needle lift time increased to
0.6 ms. The test result also showed that an increase in the pressure
adjusting shim thickness reduced needle bounce.

Nozzle Discharge Coefficient.The steady-state discharge co-
efficients (Cd) of the nozzles, tabulated in Table 1, were calcu-
lated from the nozzle data based on the following formula:

Cd5
Q

A3A23P

r

where,

Q5volume flow rate, m3/s

A5nozzle flow area, m2

P5 injection pressure, MPa

r5fuel density, Kg/m3

Table 2 The effect of common-rail pressure „C.R.P.… and
length of rate-shaping pipe on response

Common-rail
Pressure

Response time~ms!

24 Inches shaping pipe 12 Inches shaping pipe

207 bar~20.7 MPa! 2.0 1.8
276 bar~27.6 MPa! 1.7 1.6
380 bar~38 MPa! 1.5 1.4

Table 3 The effect of common-rail pressure and shim thick-
ness on response

Common-rail
Pressure

Response Time~ms!

3.24 mm
Shim Thickness

2.16 mm
Shim Thickness

207 bar~20.7 MPa! 1.6 1.8
276 bar~27.6 MPa! 1.5 1.6
380 bar~38 MPa! 1.4 1.4

Fig. 9 The effect of C.R.P on the injection rate

Fig. 10 The effect of length of rate-shaping pipe on the injec-
tion rate

Fig. 11 The effect of nozzle flow area on the injection rate
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The dynamic discharge coefficients of the nozzle are calculated
from the same formula; however, the measured upstream pressure
and injection rate are used instead of the injection pressure and the
volume flow rate. Shown in Figs. 12, 13, and 14 are typical traces
of the dynamicCd , the injection pressure, the injection rate, and
needle lift for 620 minisac, 730 VCO and 610 VCO nozzle, re-
spectively. Each of theCd traces shown in the figures can be
divided into three segments, corresponding to three phases of
needle opening, full lift, and closing. For example, in Fig. 12,

while the needle was opening theCd increased from 0 to about
0.57. Once the needle reached the full lift position theCd gradu-
ally approached 0.62 and maintained the same value until the
needle started to close. While the needle was closing, theCd
decreased from 0.62 to 0. Needle bouncing was observed in this
case. The calculated dynamic discharge coefficient, 0.62, at needle
full-lift conditions, is about 6% lower than the steady-state dis-
charge coefficient, 0.66.~see Figs. 13 and 14.!

Injection System Startup Behavior.Figures 15 and 16 show
the transient injection pressure and the injection rate during sys-
tem startup. When the common-rail pressure was maintained
steadily at 380 bar~38 MPa!, the injection system took three to
four injections to build up pressure in both the intensifier and
high-pressure line before a nominal injection was issued. The in-
jection pressure, injection rate, and injection quantity became
stable and repeatable after the third injection was issued. The test
results are summarized in Table 4. For the first injection, the pres-
sure reached 56% of the nominal~140 MPa! and the quantity
reached 71% of the nominal~101 mg!.

Pilot Injection. The system was capable of delivering pilot
injection, however, the operating range of pilot injection in terms
of its duration and dwell time was quite limited. The lower limit
of injection duration for pilot injection was 0.6 ms for the current
system. The injector could not perform pilot injection with a du-
ration shorter than this. The dwell time, the time between issue of
pilot and main injection, could not be shorter than 0.6 ms. Figure
17 typical measurement of the injection rate and needle lift for
injection with the pilot and main. Figures 18 and 19 show the
effect of dwell time on main injection in terms of injection rates
and needle lift. With a shorter dwell time the peak pressure and
quantity of the main injection on injection were lower than those
of an injection with a longer dwell time. This could be due to the
slow pressure recovery in the common-rail after a pilot was de-

Fig. 12 Dynamic discharge coefficient—620 minisac nozzle

Fig. 13 Dynamic discharge coefficient—730 VCO nozzle

Fig. 14 Dynamic discharge coefficient—610 VCO nozzle

Fig. 15 Injection pressure transient at system startup

Table 4 Transient of hydraulic electronic unit injector „HFUI…
injection during system starting period

Injection Since
Engine Startup

Injector Response
Time ~ms!

Peak Injection
Pressure~MPa!

Injection
Quantity ~mg!

1st 1.5 80 72
2nd 1.44 127 90
3rd 1.38 143 99
4th 1.4 145 101
5th 1.38 140 101
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livered. Figure 20 shows the effect of dwell time on injection
quantity. As dwell time decreased the injection quantity of the
main injection decreased.

Figure 21 shows that the peak pressure of the main injection
decreases as the peak pressure of the pilot injection increases.

Because the system could not make a pilot injection with 0.5-ms
duration, condition ‘‘a’’ did not lead to a pilot injection. This
resulted in a higher main peak injection pressure, as trace ‘‘a’’ in
Fig. 21 shows. If the pressure of pilot injection increased due to a
longer duration, a decrease of peak pressure of the main injection
could be observed, as trace ‘‘b’’ and ‘‘ c’’ in Fig. 21 shows.

Fig. 16 Injection-rate transient at system startup

Fig. 17 Injection-rate and needle lift measurement for pilot Õ
main

Fig. 18 The effect of dwell time on injection rate of the main
injection

Fig. 19 The effect of dwell time on needle lift of the main
injection

Fig. 20 The effect of dwell time on quantity of the main
injection

Fig. 21 The effect of pilot injection pressure to main injection
pressure
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Sac Pressure and Upstream Pressure.For the injection char-
acterization study, the injection pressure was measured at 6.5 cm
upstream of the fuel inlet of the injection nozzle holder~as shown
in Fig. 4!. To correlate the upstream pressure and the sac pressure
~the pressure in the sac chamber of the nozzle tip!, a special in-
strumented nozzle tip and adapter were made such that the pres-
sure transducer could directly access the sac chamber of the
nozzle tip. The upstream and sac pressures were measured at the
same time. The test cases and results are summarized in Table 5.
Figures 22 and 23 show the pressure traces for two of the test
cases. The pressure drops between the upstream location and the
sac chamber were in the range of 5 to 10 MPa. It is believed that
the pressure drop occurred mainly at the needle seat region when
high-pressure and high-velocity fuel flowed through it. The pres-
sure transportation lags were in the range of 0.1 to 0.14 ms. The

correlation between the injection condition~common-rail pressure
and injection duration!, and transportation lag was not found.

Characterization of the Electronic Unit Injection „EUI …
system. The necessary injection pressure of the EUI system was
determined mainly by the engine camshaft speed, the cam profile
and the injection duration. As shown in Fig. 24, with a 500-rpm
camshaft speed, the pressure rising rate was 50 MPa per millisec-
ond; with 25 crank angle injection duration, the peak injection
pressure reached 160 MPa. The injection pressure decreased as
the speed of the camshaft decreased, as shown in Fig. 25. The
injector response time increased from 1.6 ms to 2.1 ms, corre-
sponding to the decrease of camshaft speed from 600 to 300 rpm.

Macroscopic Spray Visualization

Spray Penetration and Correlation With Empirical Model.
Figures 26 to 30 demonstrate how the tip penetration of the HEUI
and EUI sprays change with various ambient pressures. On the
average, an increase of the ambient pressure from 1.72 to 2.76
MPa ~17.2 to 27.6 bar! reduces the penetration by 24% for the
HEUI sprays~Figs. 26, 27! and by 10% for the EUI sprays~Figs.
29, 30!.

Figure 31 shows the correlation between the measured and cal-
culated penetration of the HEUI sprays under various ambient
conditions.~Table 6.! The calculated penetration was based on the
following empirical model proposed by Hiroyasu et al.@12#

Fig. 22 Sac pressure and up-stream pressure with 380 bar
C.R.P and 2.25 ms duration

Fig. 23 Sac pressure and upstream pressure with 276 C.R.P
and 1.7 ms duration

Fig. 24 Injection pressure of EUI system, with various injec-
tion duration and 500 rpm camshaft speed

Fig. 25 Injection pressure of EUI system, with various cam-
shaft speeds and 15-deg injection duration

Table 5 Summary of sac pressure measurement

Common Rail
Pressure
~MPa!

Injection
Duration

~ms!
Peak

Upstream

Peak Sac
Pressure
~MPa!

Pressure
Drop
~MPa!

Time Lag
~ms!

380 2.25 158 149 9 0.12
380 1.70 126 121 5 0.14
276 2.25 114 108 6 0.14
276 1.70 101 91 10 0.1
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S5CVA2DPt

r1
, 0,t,tb (1)

S52.95S DP

ra D 1/4

Ad0t, t>tb (2)

whereCV50.55,
Coefficient of effective injection velocity

tb528.65
r ld0

AraDp

S5penetration

DP5 injection pressure

r15density of fuel

ra5density of ambient gas

d05diameter of nozzle hole

The input data for the above calculation includes nozzle speci-
fications, injection quantity, injection rate, density of ambient gas,
and density of fuel. A value of 0.8 was used as the coefficient of
spray contraction for the calculation of the average injection ve-
locity ~Kuo @13#!. To best fit with the measured data, 0.55 had
been chosen as the value of coefficient of effective injection ve-
locity for the calculation of penetration of HEUI sprays. In gen-
eral, the model correlates fairly well with the measured data.
However, the model tends to overpredict the early phase of the
penetration and underpredict that of the later phase.

Fig. 26 Hole-to-hole penetration variation of the HEUI sprays,
with 620 mini-sac nozzle, pressure of 77 MPa, duration of 2.85
ms, and ambient pressure of 2.76 MPa „27.6 bar …

Fig. 27 Hole-to-hole penetration variation of the HEUI sprays,
with 620 mini-sac nozzle, pressure of 77 MPa, duration of 2.85
ms, and ambient pressure of 1.72 MPa „17.2 bar …

Fig. 28 Hole-to-hole penetration variation of the HEUI sprays,
with 610 VCO nozzle, pressure of 126 MPa, duration of 2.25 ms,
and ambient pressure of 2.76 MPa „27.6 bar …

Fig. 29 Hole-to-hole penetration variation of the EUI sprays,
with 0.188-mm VCO nozzle, pressure of 80 MPa, duration of 2.3
ms, and ambient pressure of 2.76 MPa „27.6 bar …

Fig. 30 Hole-to-hole penetration variation of the EUI sprays,
with 0.188-mm VCO nozzle, pressure of 80 MPa, duration of 2.3
ms, and ambient pressure of 1.72 MPa „17.2 bar ….
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Figure 32 shows the HEUI system pilot injection maximum
penetration under various peak injection pressures. With peak
pressure of 25 MPa and ambient pressure of 2.7 MPa~27 bar!, the
maximum penetration of the pilot injection was 22 mm. The maxi-
mum penetration increased with increasing peak injection pres-
sure. As the peak pressure increased to 50 MPa, the maximum
penetration reached 50 mm.

Hole-To-Hole Spray Variation and Spray Structure.Figure 33
illustrates the early spray development of injections at a common-
rail pressure of 38 MPa~380 bar!. These time-sequence photo-
graphs were taken using a drum camera with a copper-vapor laser
pulsing at 12.5 kHz. At atmospheric ambient pressure, sprays of
the minisac nozzle showed an extremely asymmetric pattern~Fig.
33, L1 to L4!. As the ambient pressure increased to 2.7 MPa~27
bar!, the spray pattern became more symmetric and, at the same
time, a substantial decrease of the penetration was observed~Fig.
33, M1 to M4!. As compared to the minisac nozzle, the VCO
nozzle shows significant hole-to-hole variation~Fig. 33, R1 to
R4!. The mini-sac nozzle demonstrated a more uniform spray pen-
etration and structure. Asymmetry and a puffy structure were ob-
served in the VCO nozzle sprays. Significant hole- to-hole varia-
tion in cone angle in the VCO nozzle sprays was also observed,
especially at the early stage of spray development. The fastest
spray of the VCO nozzle appeared in the 11 o’clock direction,
while the slowest one was right on the opposite side, in the 5
o’clock direction. In addition, a puffy structure along the edges of
the sprays was also observed for the 1, 3, 5, and 7 o’clock sprays.
It is reasonable to conclude that the needle-to-seat eccentricity
was most severe upon the 5 o’clock nozzle hole, which conse-

quently reduced the flow area of the corresponding hole at the
early stage of spray development. The puffy structure at the early
development of these sprays may be categorized as hollow cone
spray with characteristics of wide angle, as previously identified
by Soteriou et al.@14#. These early-developed sprays with puffy
structure were surpassed and penetrated by the later coming solid
cone sprays after 0.24 to 0.32 ms from start of injection.

Figures 26 to 30 show the variations in spray penetration of
HEUI and EUI systems under two ambient pressures. Figure 33
shows penetration variations corresponding to Fig. 28. As summa-
rized in Table 7, the variation of spray penetration depends upon
the type of injection system, the nozzle configuration, and the
ambient pressure. In general, the EUI system equipped with a
VCO nozzle had the best performance in terms of penetration
variation. The EUI system used in the test is designed for a heavy-
duty engine; it has a sturdy injector construction with a larger
nozzle, which generally results in a more symmetric spray. As that
for the HEUI system, the variation of the mini-sac nozzle is about
47% less than that of the VCO nozzle. The testing also showed
that an increase of ambient pressure slightly reduced the magni-
tude of variation for all cases.

Fig. 31 Correlation between measured and modeled penetra-
tion of the HEUI system, with pressure of 77 MPa, duration of
2.25 ms, 620 mini-sac nozzle, and ambient pressures of 1.72
and 2.76 MPa „17.2 and 27.6 bar ….

Fig. 32 Maximum penetration length of pilot injection with
various injection pressure; 25 MPa „left …, 30 MPa „middle …, and
50 MPa „right …

Fig. 33 Early spray developments

Table 6 Description of macroscopic visualization of Fig. 33

Nozzle type C.R.P. Ambient P
Inj.

Duration
Injection

P

Left minisac 620 FN 380 bar Atmosphere 2.25 ms 130 Mpa
Middle minisac 620 FN 380 bar 27 bar 2.25 ms 133 Mpa
Right VCO 610 FN 380 bar 27 bar 2.25 ms 126 Mpa
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4. Microscopic Spray Visualization

Initial Spray Breakup. The method of single-shot microscopic
visualization using a 35-mm still camera was used to investigate
the primary breakup mechanisms, in order to take higher resolu-
tion pictures and to avoid the vibration effects that could be intro-
duced by the high-speed rotating drum camera. Figure 34 show a
collection of microscopic photographs of the EUI spray for initial
spray development right after SOI. The still-photography captured
the overall spray boundary and provided excellent contrast on
black-and-white film. These closeups were taken to catch the on-
set of spray formation, where the spray just exited the nozzle
orifice. The photographs show a very dynamic primary breakup
process very close to the injector. For the EUI injection system,
the injection pressure and its rising rate are directly proportional
to engine speed. Figure 34 shows the primary breakup process of
EUI spray with 1500-rpm engine speed and 10-deg injection du-
ration. At the earliest instant that the camera was able to capture
the spray exiting the nozzle, the liquid column appeared to have a
translucent potential core wrapped by a separating boundary layer

Fig. 34 Still photographs of early development of EUI sprays,
with 0.188-mm VCO nozzle, 1500 rpm engine speed, and dura-
tion of 10 deg

Fig. 35 Still photographs of early spray development of EUI
sprays, with 0.188-mm VCO nozzle, 750 rpm engine speed, and
injection duration of 10 deg

Fig. 36 Still photographs of EUI spray at peak injection of 200
MPa, with 1500 rpm engine speed and injection duration of 25
deg

Table 7 Comparison of hole-to-hole penetration variation of
the injection systems

Injection
System

Nozzle tip/hole
diameter

Ambient
pressure~bar!

Variation of
penetration~mm!

EUI VCO/0.188 mm 17.2 1.3
27.6 1.0

HEUI mini-sac/0.190 mm 17.2 2.2
27.6 1.8

HEUI VCO/0.210 mm 17.2 3.8
27.6 3.7
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that tended to mushroom and roll up, as shown on the 10-ms
image of Fig. 34. The asymmetry of the spray structure was ob-
vious in the early spray development. Further into the spray de-
velopment, at 40ms after start of injection, the spray evolved to
have a very large cone-angle. A cluster of fuel particles with sizes
as large as 55mm can be observed at the left bottom corner of the
images. Figure 35 shows a similar test case, but with a lower
pressure rising rate due to reducing the engine speed to 750 rpm.
Because the pressure rising rate was reduced by a half, the early
spray development process also slowed down. The shape of the
sprays in the early spray development was more irregular as com-
pared to the case of 1500 rpm. For these early spray develop-
ments, the spray penetration velocity was about 40 m/s, while the
injection pressure was close to or slightly higher than the needle
opening pressures of 34.5 MPa.

Microscopic photographs of the EUI spray at peak-pressure in-

jection are shown in Fig. 36, which were taken at the maximum
injection pressure of 200 MPa from four individual injections. The
engine speed was 1500-rpm and the injection duration was 25
deg. The sprays showed a much smaller cone angle. The onset of
spray breakup was immediately at the injector exit, indicating the
presence of a turbulent primary breakup~Dan et al.@15# and Lai

Fig. 37 Microscopic visualization of EUI spray

Fig. 38 Spray cone angle and injection pressures of HEUI
spray, with fixed duration of 2.25 ms and 610 VCO nozzle

Fig. 39 Spray cone angle and injection pressure of HEUI
spray, with fixed common-rail pressure of 37.9 MPa „379 bar …

Fig. 40 Spray cone angle of EUI spray with various camshaft
speeds
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et al.@16#!. The bottom side of the spray showed the formation of
large droplets. The size of the droplets increased with increasing
distance from the nozzle exit. Although some drops were not en-
tirely in focus, their diameters could be estimated to be 10–20%
of that of the nozzle hole, corresponding to the turbulent integral
scale within the nozzle. In comparison, the top side of the sprays
did not show a symmetric and corresponding distribution of large
droplets, but instead suggested the formation of a very fine mist,
in spite of possible light attention across the spray. The nozzle
internal flow direction was from top to bottom; therefore, the top-
side spray was directly downstream of the turnaround point,
where the nozzle internal geometry dictates that the fuel negoti-
ates a sharp turn into the VCO hole. The fine mist observed could

Fig. 41 Spray cone angle of EUI spray with fixed camshaft
speed of 500 rpm and injection duration of 7 and 10 crank-
angle degree

Fig. 42 End of injections of EUI system under various cam-
shaft speeds and injection duration

Fig. 43 Still photographs of end of injection of EUI system,
with 1500-rpm engine speed and 10-deg duration

Fig. 44 Effect of nozzle configuration on end of injection of
HEUI system. „610 VCO versus 620 mini-sac …, with common-rail
pressure of 379 bar.
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be a direct confirmation of a cavitation-enhanced breakup mecha-
nism ~Lai et al. @11#!. More research is needed to verify these
observations.

Spray Cone Angle and Oscillation.High-speed microscopic
visualization of EUI sprays are shown in Fig. 37 for two injection
conditions. The spray cone-angle oscillation phenomena were ob-
served on both of the EUI and HEUI sprays. For the HEUI sprays,
as shown in Fig. 38, a wider spray angle was observed at the early
development of the injections, within 0.2 ms from start of injec-
tion, for injection pressures of 64, 80, and 124 MPa. Under the
operating conditions for the data plotted in Fig. 10~12-inch rate-
shaping pipe!, the time required for the needle to fully open was
about 0.2 ms, which is consistent with the time period over which
the wider spray cone angle was observed. Hence, it can be con-
cluded that the wider spray cone angle during the early develop-
ment of the spray is induced by needle opening. This result is also
verified by Fig. 39, which shows that under the same pressure
rising rate, even with different injection durations and types of
nozzles, a wider spray cone angle forms during the early devel-
opment of the sprays, during the 0.2-ms period after SOI. Simi-
larly, as that for the HEUI spray, a wider spray cone angle was

observed for the EUI spray at the early development as well as
prior to the end of injection. This is shown in Figs. 40 and 41. The
sprays started with an 80-deg spray cone angle. Within 0.2 ms
after start of injection, the cone angle decreased to about 20 deg
and stabilized at the same angle through the mid-injection period
until the end of injections. At that point the cone angle jumped to
about 30 deg. As a conclusion of the analysis on the spray cone
angle oscillation of EUI and HEUI injection, it is suggested that
the opening and closing of the needle induces the wide spray cone
angle. In the mid-injection period, both EUI and HEUI sprays
were devoid of any significant oscillation, which may be attrib-
uted to their quick needle opening and settling at the full open
position.

Spray Characteristics at End of Injection.In the microscopic
visualization, it was observed that the spray trickled down and
formed larger drops or liquid ligaments at the end of injections.
Figure 42 shows the end of injections of EUI sprays for four
injection conditions. Figure 43 shows the captured images by a
still camera taken just prior to the end of injection of two indi-
vidual EUI injections at a 1500-rpm engine speed and a 10-deg
duration. Both figures show that large drops are formed at the
edges of the spray as well as in the spray. The maximum size of
the larger drops is approximately 100mm, moving with a speed as
low as 12 m/s.

Figure 44 allows comparison of the end of injections of the
mini-sac and VCO nozzles of the HEUI system. The mini-sac
nozzle tends to produce larger ligaments and drops at the end of
injection ~and consequently higher HC emission in engine tests!.
As compared to the minisac nozzle the VCO nozzle showed some
improvement. For both injection pressures of 70 and 98 MPa,
secondary injection due to needle bouncing were observed. As a
result, the period of injection with poor atomization was extended.
As shown in Fig. 45, the width of the ligament formed at the end
of injection of a mini-sac nozzle was about 110mm, 60% of the
size of the nozzle hole. On the average, the velocity of the drops
formed at end of injection of HEUI injection is about 3 to 4 m/s.
Figure 46 showed the spray penetration of a secondary injection
caused by needle bounce. The maximum penetration of secondary
injection could be as large as 5 mm.

Conclusions
1. The specific findings for the characterization of HEUI in-

jection system can be summarized as follows:

• common-rail pressure and length of the injection rate-shaping
pipe determine injection pressure, while pressure rising rate
and injection duration determines peak injection pressure.

• nozzle flow area, common-rail pressure, and length of rate-

Fig. 45 Effect of nozzle configuration on end of injection of
HEUI system. „610 VCO versus 620 mini-sac …, with common-rail
pressure of 276 bar.

Fig. 46 Secondary injection „needle valve bouncing …
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shaping pipe affect injection rate. The rate shape is affected
mainly by common-rail pressure, especially the pressure ris-
ing rate, and length of rate-shaping pipe.

• injection response time is in the range of 0.1 to 0.18 ms and
mainly depends on common-rail pressure, length of rate-
shaping pipe, and shim thickness.

• dynamic discharge coefficients derived from measured up-
stream injection pressures and injection rates are about 6%
lower than static discharge coefficients derived from static
flow data.

• startup injection transient was observed. At system start-up, it
took three to four injections to establish line pressure in the
high-pressure section of the system. Afterward, stable and
repeated injection was issued.

• the pressure drop across the nozzle seat flow area is in the
range of 5 to 10 MPa and transportation lag between up-
stream and nozzle sac chamber is in the range of 0.1 to 0.14
ms, which are independent of common-rail pressure and in-
jection duration.

2. Based on the study of HEUI and EUI sprays, both injection
pressure and ambient pressure affect the spray tip penetration sig-
nificantly. The penetration increases with increasing injection
pressure or with decreasing ambient pressure.

3. The spray tip penetration model correlates fairly well with
the measured data of HEUI sprays under various injection and
ambient pressures. However, the model tends to over predict the
early phase of the penetration and under predict that of the later
phase.

4. The variation of spray penetration depends on type of in-
jection system, nozzle configuration, and ambient pressure. The
large variation observed on the HEUI sprays could be caused by
eccentricity of the VCO nozzle. From the visualization results of
the HEUI sprays, the variation of mini-sac nozzle is 50% less than
that of the VCO nozzle.

5. The spray cone-angle oscillation phenomena was observed
on both of the EUI and HEUI sprays. The testing suggests that the
opening and closing of the needle induces the wide spray cone
angle. In the mid-injection period, both EUI and HEUI sprays are
devoid of significant oscillation, which may be attributed to their
quick needle opening and settling at the full open position.
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Nomenclature

HEUI 5 hydraulic electronic unit injector
EUI 5 electronic unit injector
CR 5 common rail

VCO 5 valve covered orifices
C.R.P 5 common-rail pressure

PWM 5 pulse width modulation
LVDT 5 linear variable differential transformer

SOI 5 start of injection
EOI 5 end of injection

Q 5 volume flow rate, m3/sec
A 5 nozzle flow area, m2

P 5 injection pressure, MPa
r 5 fuel density, Kg/m3

Cd 5 discharge coefficients
Cv 5 coefficients of effective injection velocity

S 5 penetration
DP 5 injection pressure
do 5 diameter of nozzle hole

1 MPa 5 10 bar
1 bar 5 0.1 MPa
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Development of Micro-Diesel
Injector Nozzles via
Microelectromechanical Systems
Technology and Effects on Spray
Characteristics
Micromachined planar orifice nozzles have been developed using MEMS (micro-electro-
mechanical systems) technology and tested with commercially produced diesel injection
systems. Such a system, properly designed, may have the capability to improve the spray
characteristics in DI diesel engines due to improved atomization and fuel-air mixing. To
demonstrate this process, 14 microplanar orifice nozzles were fabricated with deep X-ray
lithography and electroplating (LIGA) technology. The circular orifice diameters were
varied from 40 to 260 microns and the number of orifices varied from one to 169. Three
plates with noncircular orifices were also fabricated to examine the effect of orifice shape
on spray characteristics. These nozzles were then attached to commercial diesel injectors
and the associated injection systems were used in the study of drop sizes. The experiments
were carried out at two different injection pressures (around 25 MPa and 80 MPa). Local
drop sizes were measured by a laser diffraction technique, and the average drop sizes of
the whole sprays were measured by a light extinction technique. The drop sizes were
found to depend primarily on the total mass flow area. Coalescence droplet collisions
among adjacent sprays were apparent for the multiple orifice nozzles. Nonplanar configu-
rations are under development and may show improved performance.
@DOI: 10.1115/1.1559901#

Introduction

MEMS ~micro-electro-mechanical systems! is a class of elec-
tromechanical systems that are fabricated to be very small; i.e.,
1–100 micron sizes. These systems can have both electrical and
mechanical components. MEMS originally used modified inte-
grated circuit fabrication techniques and associated materials to
create mechanical devices. Today there are many more fabrication
techniques and material bases. Silicon-based systems are in the
process of altering conventional use of sensors, actuators and min-
iature mechanical devices,@1#. It is a very versatile material but
quite brittle under certain operating conditions.

Alternatively, microstructures can be fabricated from metals via
the LIGA process, which is based on deep etch X-ray lithography,
electroplating, and molding,@2–5#. The name ‘‘LIGA’’ comes
from the German acronym forLithographie, Galvanoformung und
Abformung. The process involves preparation of a layer of X-ray
resist, high-energy X-ray radiation and development to produce a
plastic mold for electroplating. After the mold is filled with metals
by electroplating, the mold is removed and a metal structure is
obtained. The metal structure may be a final product or serve as a
mold insert for precision plastic injection molding. The plastic
mold, retaining the same dimension of the original resist structure,
can be reproduced for mass production as part of an infinite loop,
@6#. Worldwide research activities on LIGA have been initiated
more recently,@3#. However, the LIGA process has not found a

large number of industrial applications as yet and only a few
realizations in micro-optics are expected to rapidly find industrial
outlets. Nevertheless, the fabrication of monolithic devices de-
fined with a single deep X-ray lithographic step remains the most
attractive applications of the LIGA process.

Based on the recent development of components for microfluid
handling, there is a growing interest in research on these handling
systems,@7#, and the application of MEMS technology to the
combustion and engine areas. Gardner et al.@8# fabricated silicon
micromachined compound nozzles for SI engine fuel injectors.
Micromachined port fuel injectors were also fabricated by Hamid
et al. @9# using laser drilling technology. Sufficient hole-to-hole
separation was considered to be critical in avoiding droplet coa-
lescence in the multiple-hole micromachined injectors.

Snyder@10# developed a gas-efficient liquid atomization device
using LIGA technology. One design of greater than 4000 holes at
7 microns produced average droplet sizes of less than 30 microns
through gas assisted liquid film break up. Kobori et al.@11# de-
veloped a micro-hole nozzle which has orifices with diameters as
small as 60 microns using laser drilling technology. Combustion
tests were carried out using a rapid compression-expansion ma-
chine that had a DI diesel-type combustion chamber. There was a
decrease in soot emission, whereas an increase in NO emission
was observed.

For our work, micromachined planar orifice nozzles have been
developed using the LIGA technique and tested with commer-
cially produced diesel injection systems. The micro-nozzles have
submicron resolution, and the reproducibility of the process is
high. Such systems may have the capability to improve spray
characteristics in direct injection diesel engines due to improved
atomization and fuel-air mixing,@12#.

1Current address: University of Illinois-Urbana Champaign, 295 Roger Adams
Laboratory, Bc-3, 600 S. Mathews Avenue, Urbana, IL 61801. e-mail:
sbaik@scs.uiuc.edu
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CIETY OF MECHANICAL ENGINEERS for publication in the ASME JOURNAL OF
ENGINEERING FORGAS TURBINES AND POWER. Manuscript received by the ICE
Division, November 2001; final revision received by the ASME Headquarters, April
2002. Associate Editor: D. N. Assanis.

Journal of Engineering for Gas Turbines and Power APRIL 2003, Vol. 125 Õ 427
Copyright © 2003 by ASME

Downloaded 02 Jun 2010 to 171.66.16.95. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Fabrication of Microplanar Orifice Nozzles Using the
LIGA Technique

Research at the University of Wisconsin in the LIGA area has
been conducted for many years. LIGA has many possible steps
and the applied process sequence depends on the desired product.
Detailed fabrication steps and nozzle designs are described in pre-
vious publications,@13–16#.

The nozzles fabricated for this work are made of 78% nickel
and 22% iron alloy, i.e., permalloy. The outer diameter of the
circular plates is about 2.5 mm. As shown in Fig. 1, all the orifices
have straight side walls and sharp inlet and outlet geometry. All
the nozzles have the same thickness of about 300 microns, which
is the practical maximum thickness for structural integrity, which
can be achieved with high throughput at the University of
Wisconsin-Madison. Therefore, the length-over-diameter ratio
varied as the diameter of orifices varied. The effect of different
length over diameter ratio on spray characteristics has not been
investigated in this study.

Five plates that have a single orifice were fabricated to investi-
gate the effect of orifice diameter on spray characteristics. The
diameters were 40, 60, 80, 100, and 260 microns. The single 40-
micron orifice nozzle is shown in Fig. 2. The spacing between
multiple orifices was varied in three other plates that each have
five 40-micron orifices, in order to investigate the effect of orifice
spacing on interference between sprays. The spacing between ori-
fices was 100, 150, and 200 microns. In addition, two plates that
each have 41 orifices and 169 orifices, respectively, were fabri-
cated. The orifices in these plates also have a diameter of 40
microns. The 41-orifice nozzle has the same flow area as that of
the single 260-micron orifice nozzle, and the 169-orifice nozzle
has the same flow area as that of the four 260 micron orifice
nozzle. Figure 3 shows the 169-orifice nozzle. Finally, three plates
with noncircular orifices were also fabricated to examine the ef-
fect of orifice shape on spray characteristics. A single cross-
shaped orifice nozzle, a single triangular-shaped orifice nozzle and
a four triangular-shaped orifice nozzle were fabricated. Figure 4
shows the magnified view of the four triangular shaped orifice
nozzle. All three nozzles have the same flow area as that of the
single 100-micron circular orifice nozzle.

Experimental Setup
The experiments were performed, at room temperature and un-

der quiescent gas conditions, in a constant volume cylindrical
chamber~185 mm inner diameter and 185 mm long! equipped
with two quartz windows with a field of view 101 mm in
diameter.

Measurements were performed on intermittent diesel sprays
produced by a Bosch in-line fuel-injection pump. California diesel
fuel (r f5841 kg/m3) was used. The pump was driven by a vari-
able speed shunt DC motor through a semi-flexible coupling. Ex-
periments were carried out for two different injection pressures
and the associated conditions. Low-injection pressure profiles
with maximum injection pressures of about 20;25 MPa were
presented in previous publications,@14,16#. Figure 5 shows high
injection pressure profiles during the initial 4 ms after start of
injection for the single and 169-orifice nozzles with orifice diam-
eters of 40 microns, which, respectively, have the minimum and
maximum flow areas. An absolute pressure sensor was installed
anterior to the inlet of the injector. The nozzles with smaller total
mass flow areas produced slightly higher maximum injection pres-
sures with the same rack position for the in-line fuel-injection
pump. The maximum injection pressures were determined to be
about 70;80 MPa. Argon gas was used to pressurize the chamber
and the gas density inside the chamber was 18.9 kg/m3.

Fig. 1 Schematic view of nozzle cross section

Fig. 2 The single 40-micron orifice nozzle

Fig. 3 The 169-orifice nozzle with an orifice diameter of 40
microns

Fig. 4 Magnified view of the four triangular-shaped orifice
nozzle
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A LucasVarity injector was used for the low-pressure experi-
ments and a Bosch injector was used for the high-pressure experi-
ments. The very end of the commercial nozzle was cut and the
micro-nozzle was attached to that end using a mechanical retainer.
As orifice diameter decreased, special care was needed to prevent
plugging. Accordingly, a 7 micron filter was attached to the fuel
line just before the Bosch in-line fuel-injection pump.

A laser diffraction-based commercial system from Malvern/
Insitec, the Spraytec ST218, was used to measure local drop sizes.
The receiver focal length was 200 mm. The laser incorporated in
the Spraytec was a diode laser and the laser beam diameter was 10
mm. Data were extracted with a sampling period of 0.4 ms.

A light extinction technique was also used in order to measure
the average drop sizes of the whole spray. The basic theory relates
the attenuation of a collimated monochromatic laser that passes
through a poly-disperse droplet field to the average droplet size of
the whole spray. The final formulation for the Sauter mean diam-
eter~SMD! is given in Eq.~1!, and the detailed derivation is given
in the references@17,18#.

SMD5
( NiDi

3

( NiDi
2

5
3M fRQext

2apr f(
j 51

P

~2 ln t j !

(1)

M f is the total fuel mass in the instantaneous spray image,
RQext is the averaged corrected extinction coefficient,ap is the
cross-sectional area of each pixel,r f is the density of fuel, andt j
is the transmittance of thej th optical path inside the spray. A
schematic of the setup including components for the light extinc-
tion technique is given in Fig. 6. A high-speed digital camera,
made by the Eastman Kodak Company~model 4540!, was used
with 4500 frames/second for recording the injection event. The
light source was a pulsed copper-vapor laser~Oxford! rated up to
14 kHz repetition rate and 2 mJ per pulse with 20–60 ns pulse
duration. Absorptive neutral density filters were used to calibrate
transmittance. The absorptive filters cause negligible reflection,
and they can be overlapped to obtain added optical density values.
Fourteen different transmittance values, ranging from 0 to 1, were
used in this study. Mass flow rates were measured using the Bosch
type rate of injection meter,@19#.

Experimental Results
Fourteen microplanar orifice nozzles were divided into four

groups in order to compare the spray characteristics systemati-
cally; i.e., single orifice nozzles, multiple orifice nozzles, nozzles

with noncircular orifices and shower head nozzles. Detailed test
results about the spray tip penetration lengths and the spray cone
angles were presented in previous publications,@14–16#. The drop
size data at low and at high injection pressures measured by the
laser diffraction technique and the light extinction technique will
be mainly explained in this paper.

Single Orifice Nozzles
Five plates that have a single orifice were fabricated to investi-

gate the effect of orifice diameter on spray characteristics. The
diameters were 40, 60, 80, 100, and 260 microns.

The spray regimes are shown in Fig. 7,@20#. The data moved
from the atomization regime to the second wind-induced regime
near the borderline as the orifice diameter decreased. A decrease
in the orifice diameter resulted in a decrease in the Reynolds num-
ber. A large decrease in the Reynolds number suggests a decrease
in turbulence, which has a negative effect on atomization. How-
ever, the smaller orifice nozzles produced smaller drop sizes, as
will be discussed shortly.

The spray tip penetrating speeds and the spray cone angles
decreased as the orifice diameter decreased,@14–16#. Figure 8
shows ensemble averaged SMD values and standard deviations
measured using Malvern. Data were obtained for a duration of 4
ms starting from when the spray arrived at the measurement loca-

Fig. 5 Injection pressure profiles

Fig. 6 Experimental setup

Fig. 7 Spray regimes
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tions, with a sampling time of 0.4 ms, and the ensemble averaged
data of five injections are presented in this paper. Drop size data
measured using Malvern are reproduced from previous publica-
tions, @15,16#. Drop sizes at high injection pressures were mea-
sured at the middle of spray 20;30 mm away from the nozzle tip
and 30;40 mm away from the nozzle tip. Drop sizes at low in-
jection pressures were measured at the middle of spray 15
;25 mm away from the nozzle tip and 25;35 mm away from the
nozzle tip. Drop sizes could not be measured more closely to the
nozzle tip because the Malvern receiver lens would be blocked by
the spray chamber wall as the lens approached the nozzle tip. The
SMD generally decreased as the orifice diameter decreased. The
SMD measured downstream was larger than that upstream, possi-
bly due to coalescence droplet collisions. The SMD at high injec-
tion pressures was smaller than that at low injection pressures.

Figure 9 shows the transmittances, the percentage of light that
passes through the spray, of single orifice nozzles measured using
Malvern. The transmittance generally decreased as the orifice di-
ameter increased. The transmittance measured downstream was
smaller than that upstream. The transmittance at high-injection
pressures was smaller than that at low-injection pressures, possi-

bly due to larger mass flow rates. A multiple scattering correction
algorithm developed by Malvern/Insitec was used to more accu-
rately measure drop sizes at low transmittances. Figure 10 shows
transmittances as a function of time measured at low injection
pressures, at a location 15;25 mm from the nozzle tip. The trans-
mittances were obtained starting from when the spray arrived at
the measurement location, for a duration of 4 ms. The spray was
denser nearer the tip region and became less denser nearer the
trailing edge.

Figure 11 shows ensemble averaged SMD values and standard
deviations at high injection pressures measured by the two differ-
ent techniques. The average drop sizes of the whole spray were
measured by the light extinction technique. Drop sizes were ob-
tained until the spray tip reached the end of the optical window or
up to a duration of 4 ms after start of injection. Data were ex-
tracted with a sampling period of 0.22 ms. The two different mea-
surement techniques gave qualitatively similar trends as the diam-
eter of orifices changed. The quantitative differences may
originate from the different measurement locations relative to dif-
ferent spray tip penetrations.

A spray image of the single 40-micron orifice nozzle at a time 4
ms after start of injection and a spray image of the single 260-

Fig. 8 Drop sizes of single orifice nozzles measured using
Malvern

Fig. 9 Transmittances of single orifice nozzles measured us-
ing Malvern

Fig. 10 Transmittances of single orifice nozzles measured at
low injection pressures at a location 15 È25 mm from the
nozzle tip using Malvern

Fig. 11 Drop sizes of single orifice nozzles at high injection
pressures

430 Õ Vol. 125, APRIL 2003 Transactions of the ASME

Downloaded 02 Jun 2010 to 171.66.16.95. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



micron orifice nozzle at a time 1.5 ms after start of injection,
measured at high injection pressures, are shown in Fig. 12. The
Malvern measurement locations are shown at the center of the
spray. The spray from the single 260-micron orifice nozzle is one
of the largest sprays. The laser beam, with a diameter of 10 mm,
encompasses most of the sprays at the measurement locations,
with a corresponding measurement area of 79 mm2. However, it is
possible that some of the drops at the periphery of the spray might
not have been detected.

Comparing the images of Fig. 12, the smaller mass flow area
nozzle with slower spray tip penetrating speed produced a short
spray, which did not reach the end of the optical window, even
after a duration of 4 ms had passed after the start of the spray.
According to the Malvern measurements, drop sizes measured
downstream in a spray were larger than those upstream. In Fig.
12, the drops at a location downstream relative to the center of the
spray were measured using Malvern for the single 40 micron ori-
fice nozzle. These drops downstream may be larger than the av-
erage drop size of the whole spray measured by the light extinc-
tion technique. On the other hand, drops located relatively
upstream were measured using Malvern for the single 260-micron
orifice nozzle. The drop sizes upstream may be smaller than the
average drop size of the whole spray. This may be a reason for the
switching in relative magnitude of the drop size between the Mal-
vern and the light extinction technique results for the largest ori-
fice nozzle shown in Fig. 11.

Alternatively, there might be some bias in drop size for the
different measurement techniques. The limitations of the laser dif-
fraction technique are summarized by Lefebvre@20#. One of the
sources of error for the light extinction technique is inaccurate
mass information. The averaged mass flow rate of thousands of
injections was measured using the Bosch type rate of injection
meter, and this measurement was used instead of measuring the
mass flow rate for each spray. Therefore, shot-to-shot variation in
mass flow rate was not considered.

Multiple Orifice Nozzles
For the multiple orifice nozzles, the number of 40 micron di-

ameter orifices was varied from one to 169. The spacing between
multiple orifices was also varied in three plates that each have five
40-micron orifices, in order to investigate the effect of orifice
spacing on interference between sprays. For these multiple orifice
nozzles, the spray tip penetrating speeds and spray cone angles
increased as the number of orifices increased,@14–16#.

The drop sizes measured using Malvern are shown in Fig. 13.
The SMD increased as the number of orifices increased, and the
SMD measured downstream was larger than that upstream. Higher
injection pressures produced smaller SMD. However, there was
no noticeable difference in SMD among the five 40-micron orifice
nozzles with different spacings between orifices. In the nozzles
fabricated for this study, all the orifices are aligned in the same

direction; i.e., zero injection angle. The maximum spacing that
can be made at the end of the diesel injector nozzle tip is about 1
mm, compared to the sprays, which are in centimeter scales. The
interference among adjacent sprays could not be avoided, which
probably lead to coalescence droplet collisions. The different
spacings between orifices within the range of our designs do not
seem to affect drop sizes much.

As shown in Fig. 14, the transmittance generally decreased as
the number of orifices increased. Similar to single orifice nozzles,
the transmittance measured downstream was smaller than that
upstream, and higher injection pressures produced smaller
transmittance.

Figure 15 shows drop sizes measured at high injection pres-
sures by the two different techniques. Similar to the single orifice
nozzles, the average drop sizes of whole sprays of the smaller
mass flow area nozzles were smaller than the local drop sizes
measured using Malvern. For the larger mass flow area nozzles,
41 and 169-orifice nozzles, the average drop sizes were larger than
the local drop sizes.

Fig. 12 Spray images at high injection pressures „a… single
40-micron orifice nozzle at 4 ms „b… single 260-micron orifice
nozzle at 1.5 ms

Fig. 13 Drop sizes of multiple orifice nozzles measured using
Malvern

Fig. 14 Transmittances of multiple orifice nozzles measured
using Malvern

Journal of Engineering for Gas Turbines and Power APRIL 2003, Vol. 125 Õ 431

Downloaded 02 Jun 2010 to 171.66.16.95. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Nozzles With Noncircular Orifices
Three plates with noncircular orifices were fabricated to exam-

ine the effect of orifice shape on spray characteristics. All the
noncircular orifice nozzles have the same mass flow area as that of
the single 100-micron circular orifice nozzle. There was no notice-
able difference in spray tip penetrating speeds and cone angles,
@14–16#.

Drop sizes of the single 100 micron circular orifice nozzle com-
pared with the nozzles with noncircular orifices are shown in Fig.
16 and Fig. 17. All the nozzles produced similar SMD except for
the four triangular shaped orifice nozzle at low-injection pres-
sures. A discussion of this result will be presented later. The dif-
ferent orifice shapes within the range of our designs do not seem
to affect the spray characteristics much, as long as they are single-
orifice nozzles, when measured at locations more than 15 mm
away from the nozzle exit.

Shower Head Nozzles
The 41 orifice nozzle has the same flow area as that of the

single 260 micron orifice nozzle, and the 169-orifice nozzle has
the same flow area as that of the four 260-micron orifice nozzle.

Nozzles with the same flow areas produced similar penetrating
speeds and cone angles regardless of single, multiple, or shower
head designs,@14–16#.

Drop sizes of shower head nozzles measured using Malvern are
shown in Fig. 18. At low-injection pressures, the SMD of the
41-orifice nozzle was larger than that of the single 260-micron
orifice nozzle at the two central measurement locations. The mul-
tiple orifice nozzle produced larger SMD than that of the single
orifice nozzle with the same mass flow area. This suggests that a
large number of coalescence droplet collisions may be occurring
at the measurement locations. On the other hand, at high-injection
pressures, the 41-orifice nozzle produced SMD similar to the
single 260-micron orifice nozzle. This result will be discussed
further later.

At low-injection pressures, the SMD of the 169-orifice nozzle
was smaller than that of the four 260-micron orifice nozzle. A
nozzle with a large number of small orifices produced smaller
SMD than a nozzle with a few large orifices, having identical
mass flow area. At high injection pressures, nozzles with the same
flow area produced similar SMD.

Fig. 15 Drop sizes of multiple orifice nozzles at high-injection
pressures

Fig. 16 Drop sizes of the single 100-micron circular orifice
nozzle and the nozzles with noncircular orifices measured us-
ing Malvern

Fig. 17 Drop sizes of the single 100-micron circular orifice
nozzle and the nozzles with noncircular orifices at high-
injection pressures

Fig. 18 Drop sizes of shower head nozzles measured using
Malvern
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Drop sizes measured by the two different techniques are shown
in Fig. 19. The trend in the average drop sizes at high injection
pressures was similar to that in local drop sizes at low injection
pressures. This will also be discussed further shortly.

Suggested Droplet Collision Dynamics
Schematic diagrams of sprays from the single and multiple ori-

fice nozzles are shown in Fig. 20. From a macroscopic view point,
the spray from the single orifice nozzle has an axial velocity com-
ponent and radial diverging velocity components. Of course, there
will be a large number of droplet collisions at microscopic scales.
However, the diverging velocity components of adjacent sprays
from the multiple orifice nozzle collide with each other even at
macroscopic scales. The multiple orifice nozzle has a better
chance of droplet collisions due to the interference among adja-
cent sprays.

The drop sizes of the single 260-micron orifice nozzle and the
41-orifice nozzle are shown again in Fig. 21. At low-injection
pressures, the drop sizes of the 41-orifice nozzle were larger than
those of the single 260-micron orifice nozzle at the two central
Malvern measurement locations, which may be due to coales-
cence droplet collisions.

At high-injection pressures, the initial fuel-injection velocities
will be faster than those at low-injection pressures due to greater
pressure differences. The higher initial injection velocities will
lead to higher relative collision velocities when droplet collisions

occur at the two central Malvern measurement locations. The
higher relative collision velocities will lead to less coalescence
droplet collisions and more shattering. In a study of binary colli-
sions of liquid drops carried out by Ashgriz and Poo@21#, the
probability of coalescence droplet collisions decreased signifi-
cantly as the Weber number increased, depending on drop-size
ratio, collision angle, and an impact parameter. The impact param-
eter was defined as the distance from the center of one drop to the
relative velocity vector placed on the center of the other drop. The
Weber number was defined using liquid drop density, surface ten-
sion, the diameter of the smaller drop and the relative velocity of
the two drops. Accordingly, this may be a reason for the similar
drop sizes at the two central Malvern measurement locations at
high injection pressures.

However, even at high-injection pressures, the droplets will
keep on colliding at the reduced velocities further downstream.
This will lead to more coalescence droplet collisions further
downstream, resulting in larger average drop sizes of the multiple
orifice nozzle compared to those of the single orifice nozzle.

The drop sizes of the single triangular-shaped orifice nozzle and
the four triangular-shaped orifice nozzle are shown again in Fig.
22. Similar trends in drop sizes could be observed for these
nozzles as for the circular orifice nozzles in Fig. 21.

Fig. 19 Drop sizes of shower head nozzles at high-injection
pressures

Fig. 20 Schematic diagrams of the sprays „a… single orifice
nozzle „b… multiple orifice nozzle

Fig. 21 Drop sizes of the single 260-micron orifice nozzle and
the 41-orifice nozzle with an orifice diameter of 40 micrometers

Fig. 22 Drop sizes of the single triangular-shaped orifice
nozzle and the four triangular-shaped orifice nozzle
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Conclusion
In this paper, micromachined diesel injector nozzles were fab-

ricated using MEMS technology and tested with commercially
produced diesel injection systems. This work showed that a LIGA
technique can be used to fabricate nozzle tips of arbitrary shapes
and sizes for real diesel injector nozzles. The availability of a
LIGA processing sequence supported the construction of micro-
diesel injector nozzles, and microsystems technology was also
employed in our macro-instrumentation.

Drop sizes of 14 microplanar orifice nozzles were analyzed at
two different injection pressures. Current test results show ex-
pected qualitative trends in drop sizes, but the quantitative mag-
nitudes of the behavior are less dependent on geometry than first
anticipated. The drop sizes were found to depend primarily on the
total mass flow area. Three main observations were obtained
within the range of our designs. First, the SMD decreased as the
diameter of orifices decreased in a nonlinear fashion. Secondly,
the SMD increased as the number of orifices increased, possibly
due to agglomeration effects, and finally, the different geometry of
single orifice nozzles did not affect the SMD as much as might be
expected.

The next step in our investigation is to improve our MEMS
fabrication technique coupled with structural and fluid mechanics
analysis to optimize the micronozzle sizes and shapes for the re-
quired diesel spray conditions. Also, micronozzles with diverging
orifices are being fabricated, and the results are forthcoming.
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Effect of Subgrid Modeling on the
In-Cylinder Unsteady Mixing
Process in a Direct Injection
Engine
Fuel-air mixing in a direct injection spark ignition (DISI) engine occurs in a highly
unsteady, turbulent and three-dimensional flow. As a result, any cycle-to-cycle unsteady
variation in the mixing process can directly impact the performance of the DISI engine. To
study the unsteady process in these engines, we have developed and implemented a large-
eddy simulation (LES) approach with an innovative subgrid scalar mixing model based on
the linear-eddy mixing (LEM) model into a commercial IC engine code (KIVA-3V). Time-
averaged results of the simulations using the new LES version (KIVALES) are compared
to the steady-state predictions of the original KIVA-3V. Significantly different in-cylinder
turbulent fuel-air mixing is predicted by these two methods. Analysis shows that KIVALES
resolves spatial features larger than the grid and that the subgrid kinetic energy adjusts to
the LES resolution. As a result, KIVALES captures a highly unsteady, anisotropic fuel-air
mixing process whereas a more diffused mixed field is predicted by the original KIVA-3V.
This ability of KIVALES is attributed to the subgrid closure which scales the subgrid
dissipation with the local grid size and thus, decreases the overall dissipation in the
flow. @DOI: 10.1115/1.1501918#

Introduction
The direct-injection spark-ignition~DISI! engine has attracted

more attention recently due to its potential for generating very low
emission. In a DISI engine, liquid fuel is directly injected into the
cylinder and rapid fuel-air mixing is employed to achieve an ig-
nitable mixture. This approach~@1,2#! essentially combines diesel
engine combustion with a spark engine ignition process. To
achieve DISI engine’s performance potential, very precise control
of fuel injection, fuel-air mixing, and ignition processes will have
to be demonstrated. For example, at light load a locally stratified
fuel-air mixture with an easily ignitable composition at the spark
plug ~and at the ignition timing! is necessary~@1#!. Furthermore,
in order to achieve sustained performance, cycle-to-cycle varia-
tions have to be minimized or eliminated. However, in-cylinder
fuel-air mixing process is known to be highly unsteady and subtle
changes in the boundary and/or flow conditions can impact the
mixing process drastically. This implies that temporal evolution of
the mixing process is just as important as the spatial distribution
of the mixed fluid for the DISI engine~and possibly, for other
similar combustion systems!.

Although experimental measurements continue to play a major
role in understanding in-cylinder processes, they have well-known
limitations in these complex and hostile~to in-situ measurements!
flows. Therefore, a complementary numerical ‘‘experiment’’ is
needed to provide additional insight into in-cylinder mixing and
combustion processes. Since the numerical method has to main-
tain both spatial and temporal accuracy, Reynolds-averaged
Navier-Stokes~RANS! method~in which only the time-averaged
flow field is modeled!, of which KIVA-3V code is typical ex-
ample, is incapable of predicting the unsteady effects of fuel-air
mixing. Note that, since the cylinder volume is changing during a
cycle, the actual KIVA-3V solver is time-dependent. However, the
turbulence model in the KIVA-3V code~the very populark-«

model! employs a single velocity and a single length scale to
represent all turbulent scales smaller than the mean motion. Thus,
the modeled turbulent dissipation« scales with the integral~or the
largest! length scale. Furthermore, in complex flows with regions
of recirculation and/or separation gradient diffusion models, such
as thek-« model, are known to be inapplicable.

In recent years, an unsteady simulation technique called large-
eddy simulation~LES! has become very popular~@3#!. In LES, all
scales of motion larger than the computational grid are resolved in
space and time accurately, and the effect of the small-scale fluc-
tuations inside the grid is modeled using a subgrid model. The
small scales in high Re flows are known to be more universal and
nearly isotropic, and primarily provide dissipation of the energy
transferred from the resolved scales. Thus, simple eddy viscosity
type models~similar to the model used in the RANS! have been
proposed. However, as discussed recently~@4#! and also noted
below, there are some issues regarding subgrid closure that need
to be reconsidered when attempting LES of high Reynolds num-
ber reacting flows.

For example, algebraic eddy viscosity models such as the Sma-
gorinsky’s model~@5#! require that equilibrium between kinetic
energy production and dissipation occurs in the subgrid scales.
This implies that a computationally impractical grid resolution is
required for high Re flows. Gradient diffusion closure for scalar
transport is also questionable for reacting flows since this ap-
proach ignores countergradient effects~that do occur in regions of
high shear! and also ignores molecular diffusion process. This is a
serious limitation since it is well known that turbulent mixing
consists of two different processes that occur concurrently: turbu-
lent convective stirring which wrinkles and increases the interface
between initially unmixed species, and molecular diffusion which
enable species to achieve molecular contact. It is important to
distinguish between these two processes and treat them separately
since they are fundamentally different, and experiments@6# have
shown that both processes impact turbulent mixing, even in high
Re flows. A subgrid scalar mixing model that explicitly includes
both these effects has been developed in recent years~@7#!, and is
also used in the present study.
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This study employs the KIVA-3V as a baseline code. This code
~in its many variant forms! is used extensively for IC engine stud-
ies by many researchers. For example, Han and Reitz@8# replaced
the k-« model by the Yakhot and Orszag’s RNGk-« version and
showed good general agreement with experiments. More recently,
Celik et al. @9# implemented the Smagorinsky eddy viscosity
model and carried out some preliminary LES studies. Here, a new
LES version of the KIVA code~denoted hereafter, as KIVALES!
using a one-equation transport model for the subgrid kinetic en-
ergy ~@10,11#! is developed and demonstrated. The KIVALES ver-
sion is further extended to include the subgrid scalar mixing
model ~denoted hereafter, as KIVALES-LEM! and used to study
spray mixing in IC engine flows.

Governing Equations for Large-Eddy Simulation
„LES….

The compressible LES equations are obtained by spatial Favre
filtering of the Navier-Stokes equations. The filter width is the
grid scale,D̄ and a box filter is used since it is suitable for finite
volume schemes~as in the KIVA code!. The filtered LES equa-
tions consistent with the KIVA-3V formulation are~@11,4#!:
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N h̃mDm(]Ỹm /]xj ). Chemistry terms are ig-

nored at present, and spray terms~superscripts! follows the origi-
nal models, and are not repeated here for brevity. In these equa-
tions,t i j

sgs, hi
sgs, Qsgs, Psgs, andF i ,m

sgs all require closure. These
terms represent, respectively, the subgrid stress tensor, subgrid
heat flux, subgrid viscous work, subgrid velocity-pressure gradi-
ent correlation, and subgrid species mass flux.

The subgrid stress tensort i j
sgs is modeled using the resolved

strain rateS̃i j , and a subgrid eddy viscosity,n t which is, in turn
modeled in terms ofD̄ and a characteristic velocity obtained using
the subgrid turbulent kinetic energy,ksgs5(1/2)@ulul̃2ũl ũl #.
Thus,n t5Cnksgs1/2D̄, and this model differs from the Smagorin-
sky’s model where the velocity scale is obtained usingD̄ andS̃i j .
An advantage of the present model is that it is capable of captur-
ing the effect of nonequilibrium between production and dissipa-
tion of kinetic energy in the subgrid scales. This is particularly
important when high-Re flows has to be simulated using relatively
coarse grid resolution ~@4#!. In the present case,t i j

sgs

522r̄n t(S̃i j 2@1/3#S̃kkd i j )1@2/3#r̄ksgsd i j and the subgrid ki-
netic energyksgs is obtained by solving the following equation
~@10#!:
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Here,Dsgs5C«r̄ksgs3/2/D̄ is the subgrid kinetic energy dissipation
rate. In thisksgs-D̄ model,Cn andC« are coefficients that have to
be assigned valuesa priori, or obtained dynamically~@11,12#! as a
part of the solution. In the present study, values ofCn50.067 and
C«50.916 are chosen, based on a recent analytical derivation us-

ing the viscous-convective spectral form of high-Re turbulence
~@13,14#!. Finally, the source termẆs is the ~subgrid! turbulent
energy production or depletion due to droplet-gas interactions.
The closure of this term follows the original KIVA model~@15#!
except that, in KIVALES it is determined as a function ofksgs

instead ofk. A more formal LES closure, as described earlier
~@16#! is also possible and this is an issue for future investigation.
The species mass fluxFsgs is modeled by a gradient diffusion
closure,

F i ,m
sgs52 r̄

n t

Sct

]Ym̃

]xi
, (6)

in both KIVA-3V and KIVALES. However, in KIVALES-LEM
this term does not have to be modeled since the scalar field
evolves in a different manner which obviates the need for this
closure. The subgrid velocity-pressure gradient correlation term,
Psgs is ignored, following earlier studies~@17#!.

Finally, the subgrid heat flux term,hj
sgs is modeled as~@4,17#!

hj
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Prt

]T̃

]xj
, (7)

andQsgs which represents subgrid viscous work is modeled~fol-
lowing KIVA-3V closure! asQsgs5Dsgs5C«r̄ksgs3/2/D̄.

Linear-Eddy Mixing „LEM … Model
The LEM model offers a fundamentally different closure for the

scalar fields within the context of LES. This model, originally
developed by Kerstein@18# for stand-alone turbulent mixing stud-
ies, was extended into a subgrid model for LES~@7#!. In LEM,
subgrid turbulent mixing and molecular diffusion processes
evolve concurrently in a one-dimensional domain within each
LES cell. This one-dimensional domain represents an instanta-
neous slice through the local subgrid scalar structure and the reso-
lution is fine enough to resolve the smallest eddy~e.g., Kolmog-
orov eddy,h!, if warranted.

To describe the LEM model, the exact species conservation
equations are rewritten in the following form:
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ṙm
s

r
, (8)

whereũ j is the Favre-filtered velocity anduj95uj2ũ j is the un-
resolved velocity fluctuation at the local cell face. Here,uj9 is
further decomposed into two parts: an isotropic subgrid fluctua-
tion, uj

sgs, obtained using the subgrid Reynolds number and an
anisotropic fluctuation resolved on the LES grid,uj

LES, obtained
using ksgs. Note that, the above species equation is not filtered
unlike Eq.~4! and is solved in three phases~as in KIVA-3V!, as
follows:

Ym
A2Ym

n

Dt
5

rm
s

r
, (9)

Ym
B2Ym

A

Dt
5

1

r

]

]xj
S rDm

]Ym

]xj
D2uj

sgs
]Ym

]xj
, (10)

Ym
n112Ym

B

Dt
52~ ũ j1uj
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Superscriptsn, A, B denote, respectively, the time level, the phase
A ~in which spray and chemistry are treated!, and the phase B~in
which Lagrangian fluid motion is carried out~@15#!!. Although
combustion and heat release are not included in the present study,
the extension of the LEM model to account for these effects has
been demonstrated in the cited references.

Equation~11! is integrated on the resolved scale while Eq.~10!
is implemented in the one-dimensional LEM domain in the fol-
lowing form:
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where s is the LEM coordinate direction which oriented in the
flame normal direction. In these equations, molecular diffusion is
implemented explicitly, as in a DNS, while the subgrid turbulent
stirring, denoted asFm

stir is modeled by a stochastic process. This is
briefly discussed below, and more details can be found in Refs.
@7#, @13#, @19#.

Turbulent small-scale stirring is implemented by a series of
rearrangements of the scalar field in the one-dimensional domain.
Each rearrangement event physically represents the effect of a
turbulent eddy of a given sizel ~within a rangeh, l ,D̄! on the
scalar field~s! and is determined by two parameters: a pdf of the
eddy size distributionf ( l )5(5/3)(l 28/3)/(h25/32D̄25/3) in the
rangeh, l ,D̄ ~@18#!, and an event frequency per unit lengthL:

L5
54

5

n Resgs

D̄3

~D̄/h!5/321

12~h/D̄ !4/3
. (13)

Here, the subgrid Reynolds number is defined as Resgs5u8D̄/n,
andu85A(2/3)ksgs. Both f ( l ) andL are determined using Kol-
mogorov scaling for three-dimensional inertial range turbulence
and it is this feature of subgrid stirring that makes it feasible for
the LEM model to capture three-dimensional turbulent stirring
effects within a one-dimensional domain. The procedure for tur-
bulent stirring requires determining the stirring time interval
Dtstir51/LD̄, choosing an eddy size fromf ( l ) and an event loca-
tion ~chosen randomly from a uniform distribution!, and then
implementing a mapping procedure~called triplet map! which
‘‘stirs’’ the scalar field. Additional details are given elsewhere
~@18#!.

To complete the LEM model, convection of the subgrid scalar
field across the LES cell faces due to resolved-scale advection
~Eq. ~11!! has to be implemented. In this study, linear superposi-
tion of subgrid field according to the local cell-face volume flux
ratio is implemented~@16,20#! since this method suits phase C of
KIVA. In this method, each upwind side subgrid field is superim-
posed onto the adjacent downwind side subgrid field, and its ratio
is determined by the local volume-flux ratio (u•ADt/V).

Large-Eddy Simulation „LES… of Temporal Mixing Lay-
ers

To investigate the mixing process, LES of temporally growing
mixing layer using KIVALES is performed and the results are
compared with predictions using KIVA-3V. The initialization for
the temporal mixing layer problem follows the earlier DNS study
by Metcalfe et al.@21#, and the results are compared based on the
same nondimensional time and Reynolds number based on the
initial vorticity thickness~Re5U0di /n5400, andU05DU/2! re-
ported in that study. Computational domain is nondimensionalized
by initial vorticity thicknessd i and is 2p3 in nondimensional
space with periodic boundary condition applied in the streamwise
direction while spanwise and transverse direction employs slip-
wall condition. This setup is slightly different to the original case
~@21#! where periodic boundary condition is also used in the span-
wise direction. However, since only primarily two-dimensional
modes are simulated, this change in spanwise boundary condition
should not impact the overall results significantly. According to
Riley and Metcalfe@22#, it takes a nondimensional time~scaled by
d i /DU! of around 8 for the fundamental mode to grow, roll up
into a vortex, and saturate. Here, 323 and 643 grids are used for
both KIVA-3V and KIVALES simulations.

Figure 1 shows the growth of fundamental energy mode as a
function of time. KIVALES shows a similar trend as in Fig. 1 of
Metcalfe et al.; however, KIVALES is more dissipative and even-
tually is not able to maintain a saturated state of vortex rollup. The
initial linear energy growth rate,s5(dE/dt)/2E, predicted by

KIVALES is 0.19, which matches the value of 0.19 predicted by
linear instability analysis~@23#! and predicted by DNS~@21#!. On
the contrary, KIVA-3V shows immediate energy decay right after
the start of the simulation.

The original KIVA-3V code has significantly high dissipation
and the vortex is dissipated before it forms. On the other hand, the
mixing layer rollup predicted by the KIVALES is much closer to
that predicted by DNS, and the vortex rollup occurs in KIVALES
at around the nondimensional time predicted by Metcalfe et al.
@21#. This suggests that in the KIVALES code total dissipation is
reduced when thek-« model is replaced by the LESksgs-D̄ sub-
grid model. Increase in grid resolution also improves the LES
prediction, as shown in Fig. 1. With 643 grid, the fundamental
mode energy is better maintained and the ‘‘braid’’ regions are
resolved better than in the 323 grid ~not shown here!. On the other
hand, even when the finer grid is employed, KIVA-3V shows high
dissipation. Even though the case presented here is not ‘‘real’’
turbulence but rather an idealized flow field, the ability to capture
the growth and breakdown of large-scale structures is critical to
predict accurate mixing. Thus, it appears from this study that
time-averaged turbulence models such as the standardk-« model
may not be able to capture temporally varying mixing process in a
DISI engine.

This study demonstrates that KIVALES is capable of capturing
the time-accurate evolution of vortex rollup. Note that, since only
a coherent two-dimensional mode growth is simulated, the three-
dimensional temporal mixing layer should contain negligible sub-
grid kinetic energy~and this is confirmed from the data!. Thus, the
KIVALES implementation shows that the subgridksgs model is
behaving as expected and is not introducing additional dissipation
when not required. In contrast, in the KIVA-3V code, thek-«
model introduces excessive dissipation regardless of the state of
the flow field.

Large-Eddy Simulation „LES… of Flow Within a Piston-
Cylinder Engine

As application to IC engines is of eventual interest, LES of flow
in a motor-driven, fixed-valve piston cylinder engine configura-
tion is conducted. This configuration has been studied experimen-
tally ~@24#!, and more recently, numerically using an unstructured
LES solver~@25#!. Geometry used for this study follows the ex-
perimental setup~@24#!. There is one fixed valve with a valve gap
of 4 mm in a radial direction, opening at 30 deg from the axis. The

Fig. 1 Resolved scale fundamental mode energy growth.
Growth rate of KIVALES is 0.19, which is also predicted by an
earlier study by †23‡ whereas KIVA-3V rapidly dissipates.
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piston is driven as a simple harmonic motion at a rate of 200 rpm,
which results in a mean piston velocity,V̄540 cm/s, and a Rey-
nolds number~based on the mean piston velocity and the bore
diameter, 7.5 cm! of around 2000.

Computational grid used in this study incorporates 54354
323 computational cells in the cylinder part, totaling approxi-
mately 80,000 cells. The geometry is axisymmetric, but a full-
sector mesh is used to investigate the effect of azimuthal variation
of velocity field. The flow field around the inlet valve gap is of
particular importance for port-fuel-injection IC engines, since fuel
droplet atomization and transport process are affected by the flow
field around the gap~@26#!. This region is also important for DISI
engines as it introduces swirl and tumble motion inside the cylin-
der. Therefore, the grid is clustered in this region.

Note that, the present resolution is much coarser~by a factor of
three! than the resolution used by Haworth@25#. On the other
hand, since a higher-order subgrid model~based onksgs! is used
in KIVALES ~compared to the algebraic model in the earlier
study!, it is expected that reasonably accurate predictions using
relatively coarse grid will be possible. Similar observations were
obtained in past studies~@11,27#! of both nonreacting and reacting
flows.

Pressure boundary condition is specified at the inlet where at-
mospheric mean pressure and a small random fluctuation~of 5%
of mean at most is specified!. At all walls, no-slip and adiabatic
conditions are imposed.

Shown in Fig. 2 are the mean and rms axial velocity profiles
obtained on several planes perpendicular to the cylinder axis at the
crank angle of 36 deg from TDC. The KIVALES results are ob-
tained by averaging over all five cycles as well as averaging azi-
muthally. Computation using KIVA-3V is also performed for
comparison purpose but only for one cycle. Mean velocity profiles
predicted by KIVA-3V show generally good agreement. However,
it underestimates the turbulence rms profiles considerably. Very
good agreement is observed in the mean velocity profiles using
KIVALES at every measurement location,~x51.0, 2.0, and 3.0
from the cylinder head!. The LES prediction of the rms profiles
includes both the resolved and subgrid turbulence effects~i.e.,
u85ũrms1A2/3ksgs!. Although the agreement with data is supe-
rior in KIVALES some deviation from experimental data is also
observed, for example, at aroundx52.0. There are two possible
reasons for this. Axial fluctuations might be larger than in other
two directions, but the contribution fromksgs is added assuming
isotropy in the subgrid scales. Another reason may be the low
spatial resolution used in present study. Haworth and Jansen ob-
tained a better agreement in their LES study with a much finer
grid. Increasing the resolution in KIVALES would result in sig-
nificant increase in the computational cost unless parallel process-
ing is carried out~as done by Celik et al.@9#!. Parallel implemen-
tation of KIVALES is being considered but remains to be
accomplished. Regardless, the present agreement with data is rea-
sonable for the resolution employed.

Large-Eddy Simulation „LES… of Flow Within a Direct
Injection Engine

The computational geometry used for this study is shown in
Fig. 3. This geometry features two vertical valves, one for intake
and one for exhaust, and a high compression ratio cylinder. A
baseline grid of 40317356 computational cells in cylinder part
~at bottom dead center! with a total of around 51,000 cells is used.
A coarser grid of 21,000 cells, and a finer grid of 96,000 cells are
also used for some of the simulations; however, the results are
discussed relative to the baseline case. RANS results obtained
using the baseline resolution are indistinguishable from the higher
resolution study indicating that grid independence is achieved. In
LES, grid independence has a different interpretation since an
increase in grid resolution will resolve more fine-scale structures
which will, in turn, modify some of the turbulent features. How-
ever, in the time-averaged sense~where only mean and rms prop-

erties are of interest!, LES predictions also reach stationarity as
long as sufficient number of flow-through times are used. On the
other hand, convergence of higher-order correlations is not likely
unless very high resolution LES over many time cycles are
conducted.

Some important initial conditions are summarized in Table 1.
Simulations begin from the middle of an engine cyclic operation
at a fixed revolution. Thus, initially, moderately high temperature,
and remanent gaseous fuel and combustion products are assumed
to be in the combustion chamber with an ignitable concentration.
These conditions are obtained from earlier studies~@8#!. Fuel is
gasoline (C8H17) and injected directly into combustion chamber
in a conical spray, and the spray vaporizes immediately after in-
jection because of the high temperature in the cylinder. The fuel
injector is located at the middle of the cylinder top.

RANS and LES studies of spray injection into the hot cylinder
gas mixture are conducted and compared. The injected fuel drop-

Fig. 2 Comparison of KIVA-3V and KIVALES predictions of
turbulent mean and rms profiles in the experimental configura-
tion. Symbols represent experimental data „†24‡…, solid lines
and dot-dashed lines represent KIVALES and KIVA-3V, respec-
tively. Scale of 1.0 on the x -axis corresponds to 400 cm Õs in „a…
and 1200 cm Õs in „b…, respectively. „a… Mean velocity profile at
36 deg crank angle. „b… rms velocity profile at 36 deg crank
angle.
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lets vaporize and fuel-air turbulent mixing in the gas phase be-
comes a controlling parameter. Figures 4~a! and ~b! show the
vorticity field predicted by KIVA-3V and KIVALES, respectively,
for the same grid resolution. Clearly, KIVALES shows a signifi-
cantly different~and relatively more complex! turbulent structures
than KIVA-3V. This demonstrates that dissipation in KIVALES is
considerably reduced due to theksgs-D̄ model. Increase in the
resolution in LES~Fig. 4~c!! allows resolution of finer scales of
motion ~as noted earlier!.

Figures 5~a!–~c! show the predicted gaseous fuel mass fraction
and the stoichiometric surface at a crank angle of 210 deg.
KIVA-3V shows a very diffused field with no significant three-
dimensional structure, whereas both KIVALES and KIVALES-
LEM show more complex three-dimensional fields. Interestingly,
all models predict nearly the same spatial mean fuel mass fraction
profile. However, KIVALES-LEM predicts a much larger scalar
variance compared to the other two models~Fig. 6!. This is a
direct consequence of subgrid turbulent mixing that is explicitly
included in the KIVALES-LEM approach~whereas, in the other
approaches, a simple resolved-scale diffusion is modeled!. On the
other hand, as turbulence decays, all model predictions converge,
as they should.

Further analysis reveals that the probability density function
~pdf! of the fuel mass fraction predicted by LES and RANS are
significantly different~Fig. 7!. In particular, significant deviation
of the LES results~interestingly, both KIVALES and KIVALES-
LEM show similar results, thus indicating that the resolved large-
scale mixing are captured consistently! from the RANS results is
observed. Since there is no experimental data for comparison,
these results can be considered only indicative of the predictive
capability of the LES models.

Turbulent kinetic energy~TKE! field is also modified by fuel
droplets. The injection timing study~using KIVA-3V! by Han
et al. @28# showed considerable amount of turbulent intensity at a
later fuel injection timing (SOI5180). However, this can be at-
tributed to the higher dissipation in the KIVA-3V code which is
confirmed here since our RANS predictions agrees with these ear-
lier results ~@28#!. In contrast, LES predicts a 2.4% increase in
turbulent intensity at SOI5180 degree~13.9% in Han et al.!, and
a 9.7% increase at SOI590 deg~23.7% in Han et al.! at TDC.
The current RANS and LES predictions of TKE are shown in Fig.
8. Three key observations can be made:~i! RANS and LES results
are self-consistent,~ii ! as expected, RANS TKE is much higher
that LES since RANS models all turbulent scales whereas in LES,
only the TKE from the unresolved scales is modeled byksgs, and
~iii ! the peak TKE occurs earlier in LES~indicating that turbu-
lence production and mixing by the resolved-scale velocity and
scalar gradients is more resolved in the LES.

Figure 9 shows the instantaneous snapshots of turbulent kinetic
energy and SGS kinetic energy. Besides the difference in the order
of magnitude~as in Fig. 8!, LES captures the fine-scale structure
of turbulence. Note that, when multiple cycles of the LES fields
are averaged it is likely that some of these fine-scale features will
be smeared out. However, since mixing and combustion processes
are local and time-dependent, the present results suggest that both
KIVALES and KIVALES-LEM have the ability to capture local
fine-scale~and time-dependent! features.

The computational cost of LES can be considerable since mul-
tiple cycles of the flow field must be simulated to obtain the time-
averaged properties. For a half-cycle~0–360 deg! simulation on a
SGI Origin 2000~195 MHz! system for the baseline case, around
8 CPU hours are needed for KIVALES and around 30 CPU hours
for KIVALES-LEM. KIVA-3V is only slightly more expensive
than KIVALES ~due to the two-equation model used in KIVA-3V
compared to the one-equation model used in KIVALES!. Regard-
less, KIVALES would be four to five times more expensive~since
four to five cycles are needed for averaging! and the cost of
KIVALES-LEM is even more~unless parallel implementation is
carried out since LEM is uniquely parallel in its application!.
Thus, the increased cost associated with KIVALES-LEM cannot
be justified unless it can be demonstrated that the predictions are
significantly superior. This justification should be made within the
context of reacting flows with heat release since it is in this type
of flow where LEM has demonstrated its superior ability in the
past. Nevertheless, it is clear from this study that LES is capable
of capturing unsteady fuel-air mixing features over a wide range
of length scales and with the LEM closure, additional differences
are observed in the scalar mixing process.

Conclusions
Fuel-air mixing process in a DISI engine is simulated with

RANS based code~KIVA-3V ! and the LES-based code
~KIVALES ! with and without LEM. It is found that the unsteady
features of fuel-air mixing are captured in the LES whereas the
RANS version is unable to resolve these features. This observa-
tion is particularly important since the same numerical algorithm
and spatial resolution are employed for both LES and RANS. The
LES version of the code shows an ability to capture dynamically
evolving fine-scale vortical and scalar structures. In contrast, these
features are markedly absent in the RANS calculations due to
turbulence model induced dissipation.

Fig. 3 Geometry used for the internal combustion engine
simulations with two valves, one is the intake and the other is
the exhaust. The symmetric boundary condition is employed
on the plane of symmetry. The pictures shown here are the
baseline geometry „51,000 cells ….

Table 1 Initial conditions for DI engine simulations

Engine speed~rpm! 1500
Intake gas temperature~K! 310
Residual gas temperature~K! 900
Fuel gasoline (C8H17)
Start-of-injection~deg! none, 90, 180~3 cases!
Injection duration~deg! 48
Sauter mean radius~cm! 1.031023

Spray angle~deg! 75
Overall fuel-air ratio 15
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KIVALES predictions are also different for fuel spray vaporiza-
tion and mixing in the DI engine. Since the spray model is un-
changed, these differences may be due to changes to the droplet
transport and fuel-air mixing caused by the presence of coherent

vortical structures. It is known that droplets tend to accumulate in
low vorticity regions and that droplet motion depends upon the
relative velocity between the two phases. With LES, fluctuations
in the velocity field are resolved over a range of scales~both

Fig. 4 Azimuthal vorticity at crank angle Ä210 „during injection …. Contour intervals are fixed with DvÄ1000„secÀ1…. Solid contours
show positive vorticity while dotted contours show negative vorticity. Even with fuel injection and vaporization, KIVALES still
shows turbulent flow field. „a… KIVA-3V, start of injection Ä180, baseline grid. „b… KIVALES, start of injection Ä180, baseline grid. „c…
KIVALES, start of injection Ä180, fine grid.
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spatially and temporally! and this would directly impact droplet
transport and hence, vaporized fuel mixing with air. Comparison
of the two types of LES show that the gradient diffusion closure in
KIVALES predicts smaller scalar variance than KIVALES-LEM
although scalar mean profiles are almost similar. The implication
of this effect will be more apparent in reacting flows and is being
investigated. Finally, it remains to be demonstrated that there is an
absolute need for the more expensive KIVALES-LEM closure for
such flow problems. However, past simulations of turbulent mix-
ing and reacting flows using LEM in gas turbine combustors and
shear layers~@4#! have already demonstrated that LEM-based SGS
model has the ability to capture the fine-scale substructure and
predict flame-turbulence interactions more accurately. Thus, it is

Fig. 5 Fuel mass fraction „gaseous … at crank angle Ä210. Con-
tour intervals are DYÄ0.03. A bold line denotes the stoichio-
metric surface. Figures on the left show contours in the sym-
metric plane and the ones on the right show in the plane
perpendicular to the symmetric plane „the location is shown as
a line in the left figures …. „a… KIVA-3V, „b… KIVALES, „c… KIVALES-
LEM.

Fig. 6 Temporal evolution of scalar „fuel mass fraction … mean
„m… and the variance „s2… standard deviation „s… is shown for
comparison between gradient diffusion closure KIVALES and
KIVALES-LEM. Light lines denote mean while black lines de-
note standard deviation. Note that the linear eddy model „LEM…

predicts larger scale variance between bottom dead center and
top dead center.

Fig. 7 PDF of fuel mass fraction normalized by the standard
deviation at crank angle Ä360 where mean and variance are
nearly same for all three cases while the shape of PDF is dif-
ferent in each case.
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anticipated that a parallel version of KIVALES-LEM could be an
accurate and a reliable simulation tool to study complex flows as
in the DISI engine.
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Nomenclature

CA 5 crank angle~deg!
DISI 5 direct-injection spark-ignition
DNS 5 direct numerical simulation
LEM 5 linear-eddy model
LES 5 large-eddy simulation

RANS 5 Reynolds-averaged Navier-Stokes~equations!
SOI 5 start-of-injection~deg!

SGS,
sgs 5 subgrid scale
Dm 5 molecular diffusivity of speciesm

e 5 specific internal energy
f ( l ) 5 distribution function of eddy sizel in a subgrid do-

main
k 5 turbulent kinetic energy

Prt 5 turbulent Prandtl number
Re 5 Reynolds number
Sct 5 turbulent Schmidt number
Si j 5 rate-of-strain tensor
U0 5 reference velocity,5DU/2 ~used in mixing layer!
ui 5 velocity

Ym 5 mass fraction of speciesm
d i 5 initial vorticity thickness of mixing layer

d i j 5 Kronecker delta
h 5 Kolmogorov length scale
k 5 thermal conductivity
L 5 event frequency per unit length in LEM
l 5 the second coefficient of viscosity
n t 5 eddy viscosity

r 5 density
s i j 5 viscous stress tensor
t i j 5 stress tensor
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Influence of the Injection
Parameters on the Efficiency and
Power Output of a Hydrogen
Fueled Engine
The advantages of hydrogen fueled internal combustion engines are well known, certainly
concerning the ultra-low noxious emissions (onlyNOx is to be considered). Disadvan-
tages are the backfire phenomenon and the gaseous state of hydrogen at atmospheric
conditions. A complete control of the mixture formation is necessary and therefore a test
engine with sequential port injection was chosen. The tests are carried out on a single-
cylinder CFR engine with the intention to use the results to optimize a 6 and 8-cylinder
engine with multipoint injection. Different positions of the injector against the intake air
duct are examined (represented as different junctions). A numerical simulation CFD code
(FLUENT) is used under ‘‘stationary’’ conditions (continuous injection) for all geometries
and under ‘‘real’’ conditions (sequential injection) for one situation. For each of the
geometries the influences of the start of injection, the air/fuel equivalence ratio, injection
pressure, and ignition timing on the power output and efficiency of the engine are ana-
lyzed. A comparison and discussion is given for all results. It is clearly shown that the
start of injection for a certain engine speed and inlet geometry influences the volumetric
efficiency and thus the power output of the engine due to the interaction between the
injected hydrogen and the inlet pressure waves. Furthermore, the small influence of the
injection pressure and the contradictory benefits of the different junctions between power
output and fuel efficiency are measured. With retarded injection, so that cool air decreases
the temperature of the ‘‘hot-spots’’ in the combustion chamber before the fuel is injected,
backfire safe operation is possible.@DOI: 10.1115/1.1496777#

Introduction
Hydrogen is a ‘‘clean burning’’ fuel and has the features of a

carbon-free fuel. Its combustion products are mainly water. It pro-
duces no toxic components such as hydrocarbons, carbon monox-
ide, carbon dioxide, oxides of sulphur, and organic acids. In the
combustion products, only NOx are formed. These can be reduced
by the engine operation conditions. Furthermore, hydrogen does
not have the problems associated with liquid fuels, such as vapor
lock and cold wall quenching.

However, the mixing process of the gaseous hydrogen with the
air must have the same flexibility and accuracy as liquid fuel
injection. In the literature many injection systems are described
~see@1–7#!. Sequential multipoint injection of the gaseous hydro-
gen in each inlet channel before the inlet valve shows promising
results. In this paper the influences of the injection parameters of
an electromagnetic gas injector are examined. The same injectors
are used on a multicylinder hydrogen-fueled engine~@8#!.

Engine Setup
The test rig is shown in Fig. 1, and consists of a single-cylinder

engine of the CFR type, connected to an electromotor. The char-
acteristics of the CFR engine are given in Table 1. The single-
cylinder engine runs at a constant speed of 600 rpm, due to its
connection with the electromotor~@9#!.

The air is admitted through a buffer vessel to obtain a constant
air flow in the pipe before the vessel, in order to enable air mass
flow measurements. Another flowmeter is installed in the fuel line

between the H2 storage and the injector. The flowmeters (Nm3/h)
are manufactured by Bronkhorst. The flowmeters allow measure-
ment of the air/fuel ratio, which is also possible with thel-sensor
placed in the exhaust pipe.

The injector, located at 40 cm from the inlet valve of the en-
gine, is made by Vialle and was designed to be able to deliver
large volumes of gas. With an electronic circuit, the start of injec-
tion and the injection duration can easily be regulated. The injec-
tion pressure is regulated by a valve on the H2 storage bottle. The
injector is placed at different angles to the inlet air flow. Figure 2
shows the four examined inlet geometries~different junctions!:

• Y-junction
• T-junction
• 45-deg junction
• 45-deg junction inverse

A high-pressure transducer is located in the cylinder head flush
with the wall. A CAM sensor gives pulses at 1 deg ca~or with an
interpolator at 0.5 deg; 0.25 deg; 0.1 deg ca!. Another pressure
transducer is located in the intake duct, at 8 cm from the inlet
valve. The compression ratio is set at 8:1.

Numerical Simulation
A numerical simulation code~FLUENT 5.2.3! is used to calcu-

late the mixing process in the inlet channel. More details on the
code can be found in the documentation supplied by Fluent Inc.
@10–12#. With the subprogram GAMBIT the geometry is drawn
and the meshes are defined. These elements are imported in FLU-
ENT. The boundary conditions for this application are calculated
by Delbarge and D’haveloose@13#.
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Under stationary conditions~continuous injection! the four
junctions are simulated resulting in the mixture strength~given as
the mole fraction H2 in the air-fuel mixture! for the whole inlet
configuration and at the end cross section of the junction, and
resulting in the~total! pressure distribution at the end cross section
of the junction. As an example the mole fraction of H2 for the
Y-junction is shown in Fig. 3.

A simulation of sequential injection is made for the Y-junction.
As an example the mixture strength in the inlet channel at the
moment the inlet valve closes~after three cycles of calculation! is
shown in Fig. 4.

Figure 4 indicates that the concentration of H2 in the injection
channel is too high. This is due to a late injection timing~which
benefits the power output! but mainly due to a too long injection
channel~or the injector too far away from the air intake duct and
inlet valve!.

Experimental Results and Discussion
The influence of the injection parameters on the power output

and efficiency are analyzed. Each time an overview of the results
is given, followed by more experimental results and a discussion
if necessary.

Definitions

Power Output. For a CFR engine, where the electromotor
holds the one cylinder engine at a constant speed, the effective
power output is difficult to obtain. Therefore the indicated power
output is calculated from an averaged pressure diagram from 30
consecutive cycles following the formula

Wi5(
i 51

720

pi3~Vi2Vi 21!

and

Pi5Wi3
n

2360
.

For a good comparison of measurements taken at different con-
ditions of atmospheric pressure and temperature~patm and Tatm!,
the normalized indicated power output is used:

Fig. 1 Engine setup

Table 1 Engine characteristics

Type CFR Single Cylinder, Four
stroke

Bore 82.55 mm
Stroke 114.2 mm
Cylinder volume 612.5 cm3

Engine speed 600 rpm
Compression ratio variable

Fig. 2 Inlet geometries „position of the injector …

Fig. 3 Mole fraction of H 2 in the intake pipe „Y-junction, stationary condition, lÄ2…
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Pi ,norm5Pi3
101325

patm
3A2731Tatm

273120
.

Efficiency. The indicated efficiency is calculated from the
measured fuel consumption:

h i5
Pi ,norm322,4

QH2
3HH2

31000

with HH2
the lower heat of combustion (241.83103 J/mole).

Air/Fuel Equivalence Ratiol(51/f). From the exhaust gas
composition with a calibratedl-sensor and from the measured air
and fuel flows,

l5
mass flow air

mass flow H23Ls
5

rair3Qair

rH2
3QH2

3Ls
50,4183

Qair

QH2

~normal conditions for the densities and volume flows!.

Indicated Power Output

Influence of the Inlet Geometry and the Start of Injection (SOI).
Figure 5 shows the indicated power output for the different junc-

tions as a function of the start of injection~in deg ca ATDC-gas
exchange, forl52, IT515 deg ca BTDC!.

The Y-junction at a start of injection of 80 deg ca gives the
highest output~and a minimum is reached at SOI540 deg!. The
difference between the highest and lowest value is more than
10%. The importance of the start of injection can be seen in the air
and fuel consumption in relation to the start of injection.

The air and fuel flows, as well as the pressure in the combustion
chamber when the inlet valve closes, are maximum for the start of
injection of 80 deg, and thus also the maximum cylinder pressure
is the highest for this SOI, as can be seen in Fig. 6. This results in
the highest volumetric efficiency~highest mass in the cylinder!
and thus the highest power output. The explanation for this is the
interaction between the injection stream of H2 and the pressure
waves in the intake duct~from the opening and closing of the inlet
valve!.

At the moment the inlet valve opens~18 deg ca ATDC! the
cylinder pressure is somewhat lower than in the intake duct. The
pressure in the intake pipe decreases and a pressure wave travels
through the duct. If the injection starts when the inlet pressure

Fig. 4 Mole fraction of H 2 „sequential injection, third cycle, at IVC, lÄ2…

Fig. 5 Power output as a function of start of injection
Fig. 6 Maximum cylinder pressure as a function of start of
injection
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wave has a maximum value, the wave is strengthened and the
pressure will increase. If the injection starts at a low pressure, the
pressure wave will decrease in amplitude. This can be seen in Fig.
7 where the start of injection is optimal~80 deg ca!, too early~40
deg ca! or too late~100 deg ca!. The start of injection is seen by a
sudden increase of the pressure signal. Not only the amplitude of
the wave is influenced, but also the moment of the following
pressure maximum is strongly changed. With the start of injection
at 40 deg ca~lower power output! the maximum pressure is ap-
proximately at 150 deg ca, while for the start of injection of 80
deg ca~higher power output!, the maximum pressure comes later.
For a start of injection of 80 deg ca the maximum is also higher,
the pressure still increases after 150 deg ca and at the moment the
inlet valve closes there is a pressure of 1.1 bar in the cylinder. This
results in a gain of 10% in the power output.

The influence of the junction on the power output is smaller
then the start of injection, and all junctions have a maximum
power output around SOI 80 deg~see Fig. 5.!. The Y-junction has
the highest power output and the 45 deg junction inverse has the
lowest power output. In the latter the air flow~5highest flow! has
to make the biggest bend in the junction, resulting in the highest
pressure losses. Comparison of pressure measurements show~not
given here! that for the Y-junction the pressure in the inlet pipe
has a higher value than the cylinder pressure for a longer period
and that the pressure difference is bigger than for the other junc-
tions. Therefore the Y-junction gives the best filling for the engine.

Influence of the Air/Fuel Equivalence Ratio (l) and the Ignition
Timing (IT). Figure 8 shows the influence of the air/fuel equiva-
lence ratio and the ignition timing on the indicated power output
for two different SOI’s ~Y-junction!. In the figure the ignition
timing is regulated between 2 and 20 deg ca~BTDC!. For an
optimal ignition timing the power output changes linearly with the

air/fuel equivalence ratio~all tests at wide open throttle!. But the
optimal ignition timing strongly depends on the air/fuel equiva-
lence ratio~ignition timing changing from 2 deg ca atl51.7 to
20 deg ca atl52.5!. Again the influence of the start of injection
is seen in the figure. It is also found~not all measurements given
here! that for eachl-value the start of injection of 80 deg ca gives
the highest power output.

Influence of the Injection Pressure(pinj). All tests mentioned
above are with an injection pressure of 3 bars. Figure 9 shows the
influence of the injection pressure and the start of injection on the
indicated power output for the 45-deg junction atl52 and IT
510 deg ca. Figure 9 shows that at a lower injection pressure the
interaction between the injection and the inlet pressure waves de-
creases, which decreases the influence of the start of injection on
the power output. The optimal start of injection occurs earlier for
an injection pressure of 2 bars.

For a constantl-value the injection duration will decrease by
increasing the injection pressure. The relationship between the
air/fuel equivalence ratiol, the injection duration and injection
pressure~given in bar! is shown in Fig. 10.

Fig. 7 Pressure development in the intake channel „at 8 cm
from the inlet valve …, for different SOI’s

Fig. 8 Power output as a function of the air Õfuel equivalence
ratio, Y-junction „for different ignition timings—between 2 deg
and 20 deg ca BTDC …

Fig. 9 Power output as a function of the start of injection for
different injection pressures, Y-junction

Fig. 10 Injection duration as a function of the air Õfuel equiva-
lence ratio for different injection pressures
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Indicated Efficiency

Influence of the Inlet Geometry and the Start of Injection (SOI).
Figure 11 shows the indicated efficiency for the different junctions
as a function of the start of injection~and for l52, IT515 deg
ca!. The influence of the start of injection on the efficiency is less
than on the power output. The 45-deg junction gives the best
results for the efficiency. The highest efficiencies are now located
around SOI540 deg ca. A possible explanation is that for a start
of injection of 40 deg ca the pressure wave is distorted, which
gives an increase in the turbulence and a better mixing of the fuel
and air.

With the CFD code FLUENT, the probable mixing process of
the different junctions is calculated. A better mixing will result in
a better combustion, thus a higher efficiency. Figure 12 shows the
mole fraction of hydrogen at the end cross section of the different
junctions~for a stationary condition, 852!.

The 45-deg junction shows the least difference in composition,
as the best mixing and the highest efficiency can be expected
~according to the real engine test!. Also the 45-deg junction in-
verse shows a good mixing. With the two 45-deg junctions the
smallest corner between fuel and air stream results in the best
mixing.

Influence of the Air/Fuel Equivalence Ratio (l) and the Ignition
Timing (IT). Figure 13 gives the indicated efficiency for the dif-
ferent junctions as a function of the air/fuel equivalence ratio~and
different ignition timings!. Of course the highest efficiency is ob-
tained for an optimized ignition timing~the same as to obtain the
highest power output!. The better efficiency for the 45-deg junc-
tion is shown again.

Influence of the Injection Pressure.The influence of the injec-
tion pressure on the efficiency is very small~less than 0.1% on
total efficiency!.

Backfire. In this study the attention was not given to the
backfire problem. All tests were done at an air to fuel ratiol
>1.4, and backfire never occurred. But it is well known that for
rich mixtures~near stoichiometric!, the hydrogen-air mixture in
the intake manifold can explode before IVC.

In many studies, the causes of backfire have been reported to be
excessive temperatures of large thermal mass combustion cham-
ber surfaces such as the cylinder walls, valves, the piston or the

Fig. 11 Indicated efficiency as a function of the start of
injection

Fig. 12 CFD simulation: end cross section of different junc-
tions „stationary condition …
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spark plug, or by low thermal mass sites with cyclically varying
temperatures such as surface deposits, suspended pyrolysis prod-
ucts, or hot residual gases~@14#!.

Timed fuel injection provides a means of delayed fuel delivery
in order to pre-cool the small thermal mass sites and residual
exhaust gases. In the described tests on the CFR engine there was
no danger of backfire because of the small valve overlap of the
engine, the air/fuel equivalence ratio was never at stoichiometric
and mainly the retarded injection~relatively large injector for the
speed of the engine!.

Figure 10 shows that the maximum injection duration was 10
ms ~536 deg ca!. With an injection beginning at 80 deg ca ATDC
~gas exchange! there is plenty of time to cool the cylinder gases
and cylinder surfaces.

In a future study, the performance of the engine at stoichio-
metric conditions will be examined. But it is predictable that
backfire-safe operation under these high load conditions is pos-
sible, because the injector can deliver enough fuel in a short time
~the retarded injection can be optimized!.

The same injectors are used for an 8-cylinder GM engine with
a maximum engine speed of 4000 rpm. At high load conditions
the injector has to be open nearly for the whole time the inlet
valve is open. Retarded injection is not possible then.

Conclusions
A one-cylinder CFR engine is adapted for hydrogen fuel. The

mixture formation is done with sequential injection of the hydro-
gen in the air inlet channel. Four different junctions of the injec-
tion position~fuel line! against the air flow are examined.

The influence of the start of injection, the injection duration~l
value at WOT!, the injection pressure and the ignition timing on
the indicated power output and efficiency are analyzed. With a
CFD code ~FLUENT! the mixing process is simulated mainly
under stationary conditions.

The main conclusions of this study are

• The importance of the start of injection on the power output.
• The small influence of the injection pressure.
• The junction that gives the highest power output~Y-junction!

is different from the junction that gives the highest efficiency
~45-deg junction!. A compromise may be taken.

• The well-known influence of the air/fuel equivalence ratio on
the power output~at WOT! and of the ignition moment are
confirmed.

More experimental results are given by Delbarge and
D’haveloose@13#. The tests are extended at the moment to another
engine speed~900 rpm!, different distances of the injector~junc-
tion! to the inlet valve and measurements of the exhaust gas com-
position ~H2 and NOx mainly!. After this, conclusions could be
drawn for the optimization of different multicylinder engines with
the same~multipoint! injection system.
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Nomenclature

H 5 lower heat of combustion~J/mole!
Ls 5 stoichiometric air/fuel ratio
n 5 engine speed~rpm!
p 5 pressure~Pa!
P 5 power output~W!
Q 5 volume flow (m2/s)
T 5 temperature (°C)
V 5 volume (m3)
W 5 work ~J!
f 5 fuel/air equivalence ratio
h 5 efficiency
l 5 air/fuel equivalence ratio
r 5 density (kg/m3)

Subscripts

air 5 value concerning air
atm 5 atmospheric value
H2 5 value concerning H2

i 5 indicated value
norm 5 normalized value
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A Predictive Ignition Delay
Correlation Under Steady-State
and Transient Operation of a
Direct Injection Diesel Engine
Available correlations for the ignition delay in pulsating, turbulent, two-phase, reacting
mixtures found in a diesel engine often have limited predictive ability, especially under
transient conditions. This study focuses on the development of an ignition delay correla-
tion, based on engine data, which is suitable for predictions under both steady-state and
transient conditions. Ignition delay measurements were taken on a heavy-duty diesel
engine across the engine speed/load spectrum, under steady-state and transient operation.
The dynamic start of injection was calculated by using a skip-fire technique to determine
the dynamic needle lift pressure from a measured injection pressure profile. The dynamic
start of combustion was determined from the second derivative of measured cylinder
pressure. The inferred ignition delay measurements were correlated using a modified
Arrhenius expression to account for variations in fuel/air composition during transients.
The correlation has been compared against a number of available correlations under
steady-state conditions. In addition, comparisons between measurements and predictions
under transient conditions are made using the extended thermodynamic simulation frame-
work of Assanis and Heywood. It is concluded that the proposed correlation provides
better predictive capability under both steady-state and transient operation.
@DOI: 10.1115/1.1563238#

Introduction
Ignition delay in direct injection diesel engines is of great in-

terest to researchers and engineers because of its direct impact on
the intensity of heat release immediately following autoignition,
as well as its indirect effect on engine noise and pollutant forma-
tion. The delay period is composed of a physical delay, encom-
passing atomization, vaporization, and mixing, coupled with a
chemical delay, a result of pre-combustion reactions in the fuel/air
mixture. The two time scales are not simply additive, but are
occurring simultaneously. Detailed ignition models exist, e.g.,
Agarwal and Assanis@1#, but due to the complexity of the in-
cylinder physical and chemical processes, can only provide igni-
tion delay trends for practical fields. Therefore, experiments and
analytical studies are performed to enhance our understanding of
the physical and chemical mechanisms in the pre-ignition phase,
as well as to provide global correlations that capture the ignition
event.

Numerous steady-state ignition delay correlations have been
proposed based on experimental data in constant volume bombs,
steady flow reactors, rapid compression machines and engines,
e.g., Wolfer@2#; Stringer et al.@3#; Henein and Bolt@4#; Kadota
et al. @5#; Hardenberg and Hase@6#; Watson et al.@7#; Spadaccini
@8#; Ikegami et al.@9#; Spadaccini and TeVelde@10#; Hiroyasu
et al. @11#; Itoh and Henein@12#; Callahan and Ryan@13#; and
Fujimoto et al.@14#. Many of those correlations use an Arrhenius
expression similar to that proposed by Wolfer@2#, i.e.:

t id5Ap2nexpS Ea

RuTD (1)

where p and T are pressure and temperature,Ea is activation
energy, Ru is universal gas constant, andA, n are adjustable
constants.

Pischinger et al. @15# noted that the inverse pressure-
dependence in correlations of the form of Eq.~1! can be deduced
from elementary reaction kinetics based on a single-stage reaction
mechanism. In an attempt to further improve correlation with
data, Kadota et al.@5# performed a fundamental study of fuel
droplet autoignition in an elevated pressure/temperature environ-
ment and showed that ignition delay of hydrocarbon droplets can
depend on the available oxygen content. Hiroyasu et al.@11# and
Fujimoto et al.@14# also correlated combustion bomb data using a
modified Arrhenius correlation that included an inverse function
of equivalence ratio for diesel fuel and heavy oil, respectively.
Lahiri et al.@16# modified Hiroyasu’s correlation by replacing the
equivalence ratio with the fuel-to-oxygen ratio, attempting to
make it more suitable for studies of oxygen enriched combustion.
Weisser et al.@17# considered low, intermediate, and high tem-
perature chemistry in developing their ignition delay correlations
intended for CFD applications; however, only the one for the in-
termediate temperature range included a dependency on the recip-
rocal of the equivalence ratio. Table 1 summarizes the empirical
constants found in widely used correlations of form given by Eq.
~1!, used to calculatet ID in ms based on values for air pressure in
bar and temperature in K.

When available steady-state correlations are applied to the es-
timation of ignition delay in direct-injection diesel engines, their
predictiveness often proves to be rather limited. The most obvious
reason is the fact that correlations are often applied outside the
pressure/temperature range of their validity. Discrepancies can
also be attributed to the fact that correlations developed in con-
stant volume bombs cannot capture the dynamic variation in pres-
sure and temperature during the delay period in real engine cham-
bers. Furthermore, correlations that were developed for premixed
environments~e.g., Spadaccini@8# and Spadaccini and TeVelde
@10#! cannot account for the physical delay period that is present
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in a DI diesel environment. Even the relatively few correlations
that have been explicitly developed using diesel engine data under
steady-state operating conditions~e.g., Watson et al.@7# and Hard-
enberg and Hase@6#!, cannot track ignition delay under transients
~Fiveland@18#!. Their weakness is attributed to the fact that their
functional form does not account for dependence on mixture qual-
ity, which varies dramatically during the turbocharger lag period.

The objective of our work is to develop an ignition delay cor-
relation that is predictive under both steady-state and transient
engine operating conditions. Our approach relies on the premise
that ignition delay should be a function of pressure, temperature,
and mixture composition during the ignition period as well as
during the combustion process, an argument that is consistent with
physical intuition and which can be deduced through approximate
chemical kinetic considerations. The experimental techniques de-
veloped to measure reliably ignition delay under both steady-state
and transient operating conditions are described first. Then, an
Arrhenius expression that depends on pressure, temperature, and
equivalence ratio is established based on our steady-state data, and
subsequently compared against other available correlations. Fi-
nally, the predictive ability of the proposed correlation under tran-
sient conditions is explored. It will be shown that the proposed
ignition delay correlation has enhanced potential for predicting
ignition delay in modern, heavy-duty diesel engines under both
steady-state and transient operation.

Experimental Setup
A modern, heavy-duty truck diesel engine has been setup in a

computerized test cell in the Walter E. Lay Automotive Labora-
tory of the University of Michigan. The setup is capable of simul-
taneous measurements of engine system parameters, as well as
cycle-resolved parameters in all cylinders during either steady-
state or transient operation. In the studies reported in this work,
emphasis is placed on exploring how fuel-air mixing and ignition
delay during transients depart from standard, steady-state values.

The engine used in this study is a Detroit Diesel Series 60, 12.7
liter engine, commonly found in heavy-duty trucks. Engine speci-
fications of the four-stroke, in-line, six-cylinder, turbocharged, in-
tercooled, water-cooled, direct-injection diesel engine are listed in
Table 2. An air-to-water intercooler with feedback control of in-
take air temperature was used in the test cell instead of the air-to-
air unit found on the vehicle. The relatively quiescent combustion
chamber employs a shallow ‘‘Mexican hat’’ bowl-in piston and
very high injection pressures, delivered by unit injectors. The fuel
injection timing and duration are electronically controlled. The
pulse from the electronic control module energizes a solenoid that
operates the spill valve on the fuel unit injector. As the fuel cam
acts on the plunger while the spill valve remains closed, the fuel is
pressurized and injection begins. Opening of the spill valve re-
lieves the pressure and ends injection.

The diesel engine is coupled to a 500 hp motoring/600 hp ab-
sorbing electric dynamometer. To allow for transient capability,
the dynamometer speed/load is controlled via a solid-state control-
ler. The engine is fully instrumented for pressure, temperature,
mass flow, rotational speed, torque, and exhaust composition mea-

surements. A ‘‘low speed’’ data-acquisition system is configured
to record up to 120 channels as a function of time. A ‘‘high
speed,’’ Tektronix VXI-based system, capable of simultaneously
acquiring 32 channels of data at up to 200 ks/second per channel,
is dedicated to crank-angle resolved measurements. An optical
shaft encoder provides an external trigger signal every 0.25 deg
crank angle. The high-speed signals used in this study include
cylinder pressure transducer signals, fuel injection pressure sig-
nals, and manifold pressures for precise pegging of cylinder pres-
sure signals during transients.

Every cylinder in the engine is instrumented with a flush
mounted, water-cooled, piezo-electric, Kistler 6067B pressure
transducer. In order to measure the injection pressure and dynamic
start of fuel injection, a fuel cam rocker arm is instrumented with
a temperature-compensated 90-deg Rosette strain gage. This tech-
nique was chosen since the unit injector design makes internal
instrumentation using a Hall effect sensor extremely difficult. The
strain gage with its half-bridge circuit was mounted at the center
location on the top side of the fuel rocker arm, as shown in Fig. 1.
By measuring the strain gage voltage signal, and removing the
component that stems from compressing the injector follower
spring, the force on the plunger is obtained. For a known plunger
diameter this directly yields the injection pressure. More details
on the technique and the calibration procedure can be found in
Filipi et al. @19# and Fiveland@18#.

The LabVIEW programming environment has been utilized to
control the data acquisition system and allow real time processing
of raw signals. The additional post-processing routines for detec-
tion of the actual start of injection and combustion were devel-
oped in FORTRAN90.

Diagnostic Techniques
Experimental studies of ignition delay in direct injection diesel

engines require accurate diagnostic techniques for detecting both
the start of injection and start of combustion. In the work pre-
sented here, the dynamic start of injection is determined from the
injection pressure profile and the needle opening pressure. The
start of combustion is determined through mathematical analysis
of the in-cylinder pressure trace. In addition, accurate measure-

Table 1 Summary of empirical constants employed by widely used ignition delay correlations

Correlation Test Apparatus Fuel A n Ea/Ru

Wolfer C.V. bomb Cetane No..50 0.44 1.19 4650
Kadota single droplet n-dodecane 6.58 0.52 4400
Spadaccini steady flow diesel No. 2 4.00* 10210 1 20080
Stringer steady flow diesel, Cetane No.549 0.0409 0.757 5473
Hiroyasu C.V. bomb diesel 0.01* f21.04 2.5 6000
Fujimoto
p,40 bar

C.V. bomb Heavy oil, Cetane
No.552.5

0.134 1.06 5130

p.40 - - 0.136 0.615 4170
Pischinger steady flow diesel, Cetane No.550 0.0081 1.14 7813
Watson diesel engine diesel 3.45 1.02 2100

Table 2 Engine specifications

Engine type diesel, 4-stroke
Configuration 6-cylinder, in-line
Air intake turbocharged, intercooled
Injector type unit injector
Fuel type diesel No. 2D
Fuel cetane # 40
Displacement 12.7 liter
Bore 13 cm
Stroke 16 cm
Con. rod. length 26.93 cm
Compression ratio 15
Rated power/speed 350 kW/2100 rpm
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ment of the mass of air trapped in the cylinder per cycle, as well
as the fuel mass injected per cycle during transients are very criti-
cal for our analysis. Techniques for inferring transient air and fuel
flows based on measured intake manifold pressure traces and cy-
clic fuel injection profiles are reported by Assanis et al.@20#.

Start of Fuel Injection. Determination of the dynamic start
of injection ~SOI! is inferred from measurement of the fuel injec-
tion pressure profile, obtained from processing of the rocker arm
strain gage signals. As the fuel spill valve solenoid is energized
and the valve closes, fuel pressure builds on the face of the needle.
When this pressure buildup exceeds a threshold pressure required
for needle opening, injection begins. While the injector manufac-
turer quotes an approximate value~345 bar with a tolerance band
of 5%! for the needle lift pressure, a specialin situ procedure had
to be developed to determine accurately the actual threshold value
for a given injector being exposed to the actual cylinder pressures.

The technique is based on the assessment that the fuel injection
pressure will oscillate around the needle opening pressure when
the engine is operated in a skip fire mode. In other words, the fuel
controller is set exactly at the limit between motoring and firing
operation. Figure 2 shows the peak cylinder pressures of 300
cycles during skip firing operation at 1800 rpm. Indeed, while the
majority of the cycles are motored, there are intermittent firings
indicated by 5–7 bar higher peak pressures. It is clear that in those
firing cycles, the injection pressure was just high enough to over-
come the spring force and lift the needle. Examination of fuel
injection pressures versus in-cylinder peak pressures allows the

identification of that threshold value of the injection pressure that
separates cycles that did not receive any fuel from the firing
cycles. This method was applied across the range of engine
speeds, i.e., between 900 and 2100 rpm. Correlating fuel injection
and peak cylinder pressures from 300 cycles for multiple operat-
ing points yielded an average value of 330 bar for the needle
opening pressure for the given injector. Detection of the dynamic
SOI then becomes only a matter of determining the crank angle
corresponding to 330 bar on the fuel injection pressure profile of
the cycle being analyzed.

Start of Combustion. Selection of a proper ignition criterion
is probably the most controversial issue of ignition study@21#.
Criteria that can be used to quantify the start of combustion~SOC!
in diesel engines include the abrupt change in cylinder pressure
gradient, or other pressure-based diagnostics; the light emission
detected by a photocell; the temperature rise due to combustion;
the combustion of a certain mass of fuel; and the change of slope
in the heat release profile@4,22,23#. Of the techniques listed
above, the pressure-based ones have been shown to be more reli-
able than the light emission technique. In particular, Heywood
@23# indicates that a pressure change is often detected before the
luminosity detector has noted the appearance of a flame.

For our work, a criterion is needed that is accurate and yet
robust in order to allow automatic evaluation of SOC during post-
processing of sets of data obtained for a large number of cycles.
Given our objective, techniques that have been used to automati-
cally characterize knock in a spark ignition engine are especially
attractive due to its similarity to autoignition in a diesel engine.
Barton et al.@24# tried to quantify knock as a function of the rate
of pressure change. This makes physical sense, but the application
presents several problems. One problem that this technique pre-
sents is that it is difficult to choose a characteristic magnitude of
the pressure derivative over the full engine operating range. In
other words, the criterion is load dependent and could introduce
error in an automatic detection algorithm applied to transient
operation.

Ando et al. @25# showed that ‘‘autoignition indices’’ derived
from knocking heat release results correlated well with the inten-
sity of knock. Their indices included the maximum and minimum
slope of the net heat release rate, thus involving second-order
derivatives of pressure with respect to crank-angle. The points of
maximum and minimum slope are, consequently, the points of
maximum and minimum acceleration of the net heat release rate,
i.e., the combustion process. The maximum slope occurs slightly
after the onset of autoignition, while the minimum slope occurs
slightly before the end of the autoignition process. Syrimis et al.
@26# showed that the higher the intensity of knock, i.e., the larger
the amount of fuel that autoignites, the higher the maximum ac-
celeration of the net heat release rate due to autoignition, and thus
the higher the maximum slope of the net heat release rate curve.

Alternatively, Checkel and Dale@27# proposed that the third
derivative be used as a knock indicator. Even though this gives a
very clear indication that knock has occurred, their procedure does
not provide an accurate indication of the timing. Syrimis et al.
@26# have investigated all available options and have concluded
that the second derivative of pressure actually always peaks at, or
only slightly after the point of autoignition, in agreement with the
work of Ando et al.@25#. The subsequent fluctuations of this sig-
nal after the initial peak quickly subside, thus making diagnostics
based on the second derivative very reliable. An example of the
results obtained when this technique was applied to the DDC die-
sel engine is presented in Fig. 3. The peak value of the second
derivative of pressure clearly coincides with the sudden increase
of cylinder pressure due to ignition. Furthermore, while the mag-
nitude of the dp/du signal varies significantly with load and speed,
the second derivative has proven to be much more consistent. It is
for this reason that the second derivative of a cylinder pressure
has been chosen for detection of the ignition point. The technique
is robust, and it was found that it can be successfully applied even

Fig. 1 Fuel injector rocker arm instrumented with strain gage

Fig. 2 Peak cylinder pressures measured during a series of
‘‘skip-fire’’ tests
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to unfiltered pressure signals. The algorithm for evaluating the
position of the peak signal is incorporated in the post-processing
diagnostic code.

Ignition Delay Measurements Under Steady-State
Conditions

Using the above diagnostic techniques for identifying SOC and
SOI, ignition delay was determined under a wide range of steady-
state operating conditions from 5% to 100% load, and from 900
rpm to 2100 rpm. This was done in order to ensure that our ex-
perimental procedure yielded results that exhibited proper ignition
delay trends and reasonable magnitudes. Furthermore, acquiring a
comprehensive set of steady-state data is a prerequisite for devel-
oping an ignition delay correlation suitable for predictions under
both steady-state as well as transient conditions.

The acquired ignition delay data over the load spectrum is
shown in Fig. 4. Clearly, ignition delay was found to decrease as
engine load increases, in accordance with published work@28#.
The observed trend is a result of the effect that increasing injec-
tion pressures, in-cylinder pressures, and mean gas temperatures
have on atomization, evaporation, and chemical reaction rates.
Note that the higher thermodynamic state of the gas at the end of
compression stroke is the consequence of increased boost pressure
provided by the turbocharger at higher loads. Points on the graph
represent the ensemble averaged values over 300 consecutive

cycles. The coefficient of variance~COV! of the fuel injection
pressure data was below 0.5%, the maximum variations of cylin-
der pressure at ignition were typically 0.3–0.6%@20#, while the
ignition delay COV was on the order of 2%. It should be noted
that the ignition delay error band encompasses the variation of the
raw rocker arm signal, the cylinder pressure signal, as well as the
numerical routines to find the SOI and SOC indices. The low
variability of the ignition delay data, and their consistency with
other steady-state measurements reported in the literature made
them a valid set for regression analysis. The functional form and
empirical constants of the resulting ignition delay correlation, ap-
plicable of modern heavy-duty direct-injection diesel engines, are
presented in the next section.

Ignition Delay Correlation
In accordance with the work of Kadota et al.@5#, Hiroyasu

et al.@11#, Cowell and Liefebre@29#, and Xia and Flannagan@30#,
our work sets out to correlate ignition delay due to physical and
chemical processes with pressure, temperature, and equivalence
ratio. It should be emphasized that the chemical reaction rate pro-
cesses leading to the autoignition of diesel fuel are composed of
many reactions that are not yet fully defined. Consequently, this
work uses global reaction rate theory to find the functional depen-
dence of the ignition delay correlation. The complex combustion
event in a DI diesel engine is assumed to be described by a single-
step mechanism with a reaction rate~RR! given by Cowell and
Lefebvre@29# as

RR5hcoll)
i 51

N

~CMi
!n iexpS 2Ea

RuT D (2)

wherehcoll is the collision efficiency,CM are global concentra-
tions, and the exponential term is the Boltzmann factor, which
specifies the fraction of collisions that have an energy greater than
the activation energy@21#.

Through manipulation of Eq.~2! involving the equation of state
for an ideal gas, the definition of fuel-air equivalence ratio, and
order of magnitude scaling, the forward reaction rate for the glo-
bal, one-step fuel/air reaction can be rewritten to yield the depen-
dence of reaction rate on pressure, temperature, and equivalence
ratio ~f!. Hence, the ignition delay, in ms, which is the inverse of
the reaction rate of the global one-step mechanism can be cast in
the following form:

t ID5Af2kP2nexpS Ea

RuTD . (3)

Note that the functional dependence of pressure and temperature
are consistent with Wolfer’s expression@2#. By including the glo-
bal equivalence ratio dependence, the authors are not assuming
that the local fuel-air mixture in a DI diesel engine is perfectly
mixed. Instead, it is postulated that the global equivalence ratio is
a measure of the probability of finding local pockets of fuel-air
mixture within flammability limits for autoignition sites to be pro-
moted. Several parallels exist between our analysis and that con-
ceptualized by Xia and Flanagan@30#, the primary one being con-
sideration of single-step kinetics to describe the pre-flame reaction
rate.

The adjustable constants in Eq.~3! were fit in order to minimize
the least-square error between measured and correlated ignition
delay, as well as ensure that the latter would tend to zero at ex-
tremely high load. The ignition delay data were correlated as a
function of the overall equivalence ratio and the mean pressure
and temperature over the ignition delay interval. Use of the mean
value over the ignition delay interval is consistent with Watson
et al. @7#. Furthermore, it was felt that since the activation energy
is dependent on the intensity of a molecular collision, it could not
be used as a regression variable. Instead it was held constant, at a
value equal to that given by Watson et al.@7# for a diesel fuel D2
mixed with air, i.e.,Ea /Ru52100. The resulting expression is

Fig. 3 Using the second derivative of the cylinder pressure to
detect ignition

Fig. 4 Ignition delay measured at steady-state operating
conditions
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t ID52.4f20.2P̄21.02expS Ea

RuT̄D (4)

where pressure (P) and temperature (T) are measured in units of
bar and Kelvin, respectively, and ignition delay is calculated in
ms. It should be noted that the best fit produced the exponential
pressure dependence of 1.02 found in the Watson correlation.

In order to validate and explore the potential of the proposed
correlation, its predictions have been compared against those of
selected, widely used empirical correlations~see also Table 1!.
Assanis and Heywood@31# previously assessed many of the avail-
able correlations, including@2,6,7,8,10#. Consistent with their
findings, our proposed correlation was compared to the Watson
et al.@7# correlation and the Hardenberg and Hase@6# correlation.
These two correlations were specifically developed using diesel
engine data, as opposed to others that were developed from mea-
surements in combustion bombs and steady flow reactors~see also
Table 1!. Recall that the Watson correlation is described by Eq.
~1!. The Hardenberg and Hase correlation has an exponential tem-
perature dependence, but is also a function of mean piston speed,
and uses top dead center conditions to evaluate the reaction rates.
Since the two alternative correlations have a different functional
form than the proposed one, measured data and ignition delay
predictions from each expression are plotted versus the ignition
delay predicted from our expression in Fig. 5. The experimental
data appear scattered around the line of our correlation, with the
latter underpredicting shorter ignition delays, and overpredicting
longer ones. The Watson correlation appears to predict values with
similar accuracy to our correlation. Its main difference compared
to our correlation is that it underpredicts shorter ignition delays to
a lesser extent, but at the same time it overpredicts longer delays
by a wider margin. On the other hand, the Hardenberg and Hase
correlation consistently overpredicts the ignition delay. This is at-
tributed to reduced physical delays found in newer engines,
coupled with the fact that the chemical delay is reduced at higher
loads.

In summary, both the Watson correlation and our proposed cor-
relation capture satisfactorily ignition delay trends and magni-
tudes, under a wide range of steady-state conditions in a modern
turbocharged direct-injection engine. Note, however, that, unlike
Watson’s correlation, our pre-exponential coefficient in Eq.~4! is
a function of equivalence ratio, as illustrated in Fig. 6. For our
tests, the coefficient ranges from 2.6 to 3.8, as opposed to the
Watson correlation where it is fixed at 3.45 over all operating
points. Interestingly, constant value used by Watson would trans-
late intof50.116 which might be close to the actual mean fuel/

air equivalence during the ignition delay period. Nevertheless,
keeping this value constant fails to capture variations of local
mixture composition as well as other factors indirectly affecting
intensity of molecular collisions. The introduction of the overall
equivalence ratio dependency makes the proposed correlation
more dynamic, accounting for the ratio of fuel to air mass and its
indirect effect on physical and chemical processes in the cylinder.
Consequently, this has the potential to make the correlation more
predictive during transients where conditions in the cylinder are
often very different from steady state operation. This hypothesis
will be investigated in the next section.

Transient Measurements and Validation
Transient engine operation is a major contributor to pollutant

information as well as acoustic noise, a result of the sluggish
response of the air intake system, which is commonly termed the
turbocharger lag period. During this period, part of the exhaust
enthalpy is used to overcome inertia and accelerate the rotor,
hence the lag in the increase of boost pressure delivered by the
compressor. The result is lower cylinder trapped air per unit of
fuel, which can lead to transient excursions of the equivalence
ratio and the ignition delay. Our tests have also indicated signifi-
cantly longer ignition delays and higher pressure gradients during
the initial phase of load transients@18#.

The ignition delay correlation that was developed using steady-
state data explicitly involves a dependency on equivalence ratio.
Hence, provided that instantaneous values of the equivalence ratio
are known during a transient, the proposed correlation has the
potential to be more predictive under transients than correlations
of the type of Eq.~1!. Thus, this section focuses on a comparison
of predicted and measured values of ignition delay during elemen-
tary transients in order to validate the correlation. A transient die-
sel engine simulation is used to facilitate the comparison by pro-
viding instantaneous values of temperature, pressure, and
equivalence ratio throughout the transient.

Transient Diesel Engine Simulation. The foundation of the
diesel engine cylinder model used in this work is the physically
based, thermodynamic, zero-dimensional model developed by As-
sanis and Heywood@31#. In the parent model, the in-cylinder con-
tents are represented by one continuous medium, uniform in pres-
sure, temperature, and described by one equivalence ratio. During
the engine cycle, the cylinder control volume is open to transfers
of mass, enthalpy, and energy in the form of heat and work flows.
Each of the in-cylinder processes is represented by a blend of
more fundamental and phenomenological models of turbulence,

Fig. 5 Comparison of different ignition delay correlations ap-
plied to steady state operating points of the DDC series 60 die-
sel engine

Fig. 6 Values of the dynamic coefficient that includes the de-
pendency on the fuel air equivalence ratio under various
steady-state operating conditions
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heat transfer, and combustion. The ignition model consists of an
empirical correlation for ignition delay, which is being evaluated
using instantaneous values of cylinder temperature and pressure
until the ignition delay period has elapsed, following the proce-
dure of Livengood and Wu@32#, i.e.,

E
ts

ts1t ID dt

t ID~ t !
'1.0. (5)

The use of this equation accounts for the effects that a variable
volume combustion chamber will have on state properties over the
ignition delay interval. The code predictions have been validated
against engine data for heavy-duty turbocharged diesel engines
@31#. Filipi and Assanis@33# added engine dynamics to create a
nonlinear transient single cylinder code. The latter was modified
in this work so that it could accept time-dependent input data for
the intake manifold pressure, exhaust manifold pressure, mass of
fuel injected and injection timing. Thus, the code was able to fully
reproduce the transient experiment. The simulation now becomes
a ‘‘test bed’’ for various ignition delay correlations by providing
very realistic operating conditions in the cylinder for every cycle
included in the transient.

Testing Methodology. The analysis was performed using a
step change in load transient at constant speed. This type of tran-
sient produces typical effects important for evaluating engine re-
sponse, such as turbocharger lag and associated corrections of the
fueling strategy. At the same time, it minimizes uncertainties in
the evaluation of the time derivatives by fixing the mean angular
velocity of the crankshaft during the cycle. Furthermore, by de-
coupling speed from this elementary transient, it was hoped that a
fundamental insight could be obtained without worrying about
decreased residence time for heat transfer processes at higher
speeds. Instead, the speed range was covered by repeating the test
at three engine speeds: 900, 1200, and 1500 rpm.

The test starts with the engine idling at the selected crankshaft
speed. Then the engine load controller initiates a step change of
the signal to maximum torque demand. With each passing cycle,
the injection pulse width and thus the mass of fuel injected in-
crease; in response, the manifold and cylinder pressures increase
until the engine reaches the next level of quasi-steady operation.
Figure 7~a! shows the time history of the inlet manifold pressures
during a load transient at 1200 rpm. The turbocharger lag period is
very evident, as it takes roughly 15 seconds to reach the next
steady-state value. Based on this signal for the available air, the
electronic fuel control unit will limit the fuel. Hence, the fueling
rate and indicated mean effective pressure~IMEP! values follow
the same trend with the inlet boost pressure, as shown in Fig. 7~b!.
Note that the fuel mass injected per cycle during the transient was
determined based on measured cyclic injection profiles, as re-
ported by Fiveland@18#. Similarly to the behavior at 1200 rpm,
turbocharger lag was very significant at 1500 rpm. However, at
900 rpm, the lag was very short due to the fact that the final values
of turbocharger speed and boost pressure are relatively low.

Validation Under Transient Conditions. Ignition delay val-
ues have been determined experimentally using dynamic SOI and
SOC measurements on each of the cycles throughout the elemen-
tary transient. For the same conditions as in the experiment, the
computer simulation was successively run using the proposed ig-
nition delay correlation, as well as the correlation introduced by
Watson et al.@7#. Recall that both correlations were equally ca-
pable of capturing ignition delay under steady-state conditions.
The issue therefore becomes to assess their predictive ability un-
der transient conditions. Hence, measured and predicted ignition
delays are compared for each of the transient tests in Fig. 8.

Results for the 900 rpm transient are presented in Fig. 8~a!.
Both correlations overpredict ignition delay very early into the
transient. However, the proposed correlation quickly catches up
with the experimental values, and eventually stabilizes after three

sec at values somewhat smaller than, but close to the measured
ones. In contrast, Watson’s correlation indicates an initial transient
overshoot ~after one sec!, and eventually stabilizes at values
higher ~by approximately one degree! than the measured ignition
delay. It should be noted that the period where transient effects are
dominant is shorter than that at higher speeds~see Figs. 8~b! and
8~c!!, since the variations of conditions in external engine compo-
nents are the least dramatic of the three test runs.

Figure 8~b! shows the results at 1200 rpm. Initially, the mea-
sured ignition delay is somewhat higher than at 900 rpm~7 deg
versus 6 deg!. The truly transient conditions last longer, and a full
load steady-state value of 3.5 deg of ignition delay is reached after
12 sec. The agreement between the proposed correlation and mea-
surements is excellent, both in magnitude and trend. In contrast,
Watson’s model is in agreement with measurements only at the
initial steady state, while for the remainder of the test it consis-
tently overpredicts ignition delay by one degree.

The 1500 rpm load transient seems to illustrate transient effects
on ignition delay in the most explicit way~see Fig. 8~c!!. Mea-
surements once again show decreasing values of ignition delay as
the result of the step increase of the engine load signal and gradual
increase of the amount of fuel injected, as determined by the boost
pressure history and controller calibration. Predictions obtained
with the new correlation follow measurements very closely. In
contrast, results calculated using Watson’s expression depart from
measurements about two sec into the transient and from that point
on continue to display a tendency to overpredict the ignition de-
lay. Closer examination of curves given in Fig. 8~c! shows great-
est departures of predictions obtained with Watson’s model be-

Fig. 7 Response of „a… boost pressure history and „b… fuel
mass injected per cycle and net indicated mean effective pres-
sure during a 0–100% load transient at 1200 rpm
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tween two and six sec into the transient. This ‘‘hump’’ is attributed
to the fact that, as a result of turbocharger lag and fuel control
strategy, important cycle parameters depart far outside of usual
limits associated with steady-state operation. During this time in-
terval, as the amount of fuel is increased, the injection timing is
advanced very rapidly, as documented in@20#, simultaneously
with rich excursions of the fuel air ratio. Hence, it can be hypoth-
esized that Watson’s model overpredicts the effect of lower air
temperatures at injection, while improved predictiveness of the
new correlation stems from its ability to indirectly account for
variations in mixing associated with transient enrichment of cyl-
inder charge.

Overall, the deficiencies of Watson’s model during transients
are attributed to the role of dramatic variations of equivalence
ratio during that period, which are not captured by equations of
the type of Eq.~1!. The new correlation proposed in Eq.~4! ex-
plicitly considers the equivalence ratio dependency, and thus does
prove to be predictive under both steady-state conditions, as well
as transients.

Conclusions
In this study, a correlation was developed for predicting ignition

delay in a typical, modern, heavy-duty, turbocharged, intercooled,
direct-injection diesel engine, operating under both steady-state
and transient conditions. Cycle-resolved cylinder pressure and
rocker arm strain traces were recorded and analyzed for 300
cycles, at a number of steady-state operating points covering a
wide range of engine loads and speeds. The dynamic start of in-
jection was calculated by using a skip-fire technique to determine
the dynamic needle lift pressure from a measured injection pres-
sure profile. The dynamic start of combustion was determined
from the second derivative of measured cylinder pressure traces.
At each condition, ignition delay was determined as the difference
between SOC and SOI. Application of global reaction rate theory
yielded a correlation for ignition delay exhibiting a functional
dependence of ignition delay on equivalence ratio, pressure, and
temperature in the cylinder. The correlation has been compared
against the Watson et al.@7# and the Hardenberg and Hase@6#
correlations under steady-state conditions. The comparison
showed that, at steady-state, only the expression published by
Watson@7# provides a similar degree of accuracy as the new cor-
relation derived in this work.

In addition, comparisons between measurements and predic-
tions under load transients at a number of speeds have been made
using the extended thermodynamic simulation framework of As-
sanis and Heywood@31#. The proposed correlation demonstrated
very good predictive capabilities, as the agreement between the
simulated and measured ignition delay histories was extremely
close throughout the duration of transients. In contrast, the Watson
et al. model consistently overpredicted the length of the ignition
delay under transient conditions, even though the initial steady-
state values were coinciding with the predictions of the new
model. The primary cause for this behavior is attributed to the
excursions of the fuel-air ratio and other operating parameters
from the corresponding steady-state values resulting from the tur-
bocharger lag effect and the response of the fuel control system.
The new correlation is able to capture these effects by explicitly
considering the fuel-air equivalence ratio as a measure of the
probability of finding local pockets of fuel-air mixture within
flammability limits. It is therefore concluded that the new ignition
delay correlation significantly improves the overall predictiveness
of the transient diesel engine system simulation, thus making it a
more reliable tool for both performance and control strategy
studies.
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Experimental and Analytical
Examination of the Development
of Inhomogeneities and
Autoignition During Rapid
Compression of Hydrogen-
Oxygen-Argon Mixtures
The reliable prediction of the processes leading to autoignition during the rapid compres-
sion of an initially homogeneous mixture of fuel and air requires the coupled modeling of
multidimensional fluid dynamics and heat transfer together with a sufficiently detailed
description of the chemical kinetics of the oxidation reactions. To satisfy fully such re-
quirements tends at present to be unmanageable. The paper describes an improvised
approach that combines multidimensional fluid dynamics modeling (CFD KIVA-3) with
derived variable effective global chemical kinetic data. These were generated through a
fitting procedure of the corresponding results obtained while using a detailed chemical
kinetic scheme; albeit with uniform properties, at constant volume and an initial state
similar to that existing during the ignition delay. It is shown while using such an approach
that spatially nonuniform properties develop rapidly within the initially homogeneous
charge due to piston motion, heat transfer and any preignition energy release activity.
This leads autoignition to take place first within the hottest region and a reaction front
progresses at a finite rate to consume the rest of the mixture. The present contribution
examines the compression ignition of hydrogen-oxygen mixtures in the presence of argon
as a diluent. Validation of the predicted results is made using a range of corresponding
experimental values obtained in a single-shot pneumatically driven rapid compression
apparatus. It is to be shown that the simulation which indicates the build up of tempera-
ture gradients during the compression stroke, predicts earlier autoignition than that ob-
tained with a single-zone simulation. Good agreement between predicted and experimen-
tal results is achieved, especially for lean and stoichiometric mixtures under high
compression ratio conditions. The CFD-based simulation results are found to be closer to
the corresponding experimental results than those obtained with an assumed reactive
system of uniform properties and using detailed reaction kinetics.
@DOI: 10.1115/1.1560710#

Introduction
Hydrogen has been long considered a possible alternative fuel

for engines that may supplement depleting petroleum-based fuels.
Its clean-burning characteristics with the absence of carbon-based
pollutants and the ability to generate it from water through the
expenditure of energy via electrolysis provide incentives for con-
tinued research into the potential limitations to its utilization as a
fuel in engine applications. Until the fuel cell technology matures
sufficiently, the conventional internal combustion engine, whether
in the form of spark-ignition or compression ignition remains
largely unchalenged. An interim measure is to consider using hy-
drogen as a fuel in mobile and stationary applications to meet the
requirement for very low emissions while maintaining high effi-
ciencies. Hydrogen-fueled compression ignition engines, whether
of the dual-fuel type~e.g., @1–3#!, direct gas injection type~e.g.,
@4–7#!, or motored autoigniting piston engines~commonly known
as homogeneously charged compression ignition engines,

H.C.C.I.!, ~e.g.,@8#!, received relatively less investigation than the
premixed hydrogen-fueled spark-ignited engine~e.g., @9–11#!.
One of the major problems that limits the perfomance of engines
operating on hydrogen as a fuel is that of pre-ignition and knock,
@12#. At compression ratios similar to those normally used in en-
gines fueled with fossil fuels, the hydrogen engine usually tends
to suffer from rough running, knock, and sometimes misfiring.
Accordingly, there is a need to investigate further the autoignition
and knock characteristics of diluted hydrogen-oxygen mixtures
both experimentally and analytically under closely controled and
well-defined conditions that are not commonly available when
using practical engines.

The familiar phenomenon of knock in engines is associated
with the autoignition of the ‘‘end gas’’ region of the charge. It is
usually very difficult to obtain the transient properties of the cyl-
inder charge which are governed to varying degrees by many
factors such as the compression of the end gas due to piston mo-
tion, flame propagation, heat transfer effects, and any energy re-
lease due to preignition reactions. These effects combine to make
the accurate prediction of the onset of autoignition in fired engines
both difficult and uncertain requiring often numerous simplifying
and deleterious assumptions.

There are typically three approaches to estimate the end gas
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temperature for the prediction of the onset of autoignition and
knock in an engine that assume:~i! homogeneous gas with uni-
form properties,~ii ! homogeneous adiabatic core, and~iii ! exo-
thermic centers or hot spots formation. The homogeneous gas and
adiabatic core temperature assumptions represent a rough approxi-
mation of the state of the end gas. They permit the end-gas tem-
perature to be estimated using the known measured cylinder pres-
sure data. These simple approaches permit sufficiently
comprehensive chemical kinetic schemes to be incorporated into
analytical models to describe in depth the preignition chemical
reaction activity. For example, Lee and Hochgreb@13,14#, em-
ployed the homogeneous core gas temperature assumption in a
two-zone thermodynamic model with a detailed chemical kinetic
mechanism to predict the autoignition of hydrogen-oxygen mix-
tures in a rapid compression machine. Their model predicted
throughout an earlier onset of autoignition than when measured
experimentally, indicating an overestimate of the end-gas
temperature.

The formation of exothermic centers or hot spots within the end
gas has been hypothized to take place mainly by the nonunifor-
maties in temperature within the end gas. Autoignition is then
assumed to take place first at those distinct high temperature re-
gions. Their existence has been supported indirectly by experi-
ments~e.g., @15–19#! that indicated autoignition in fired engines
seldom occurs uniformly throughout the end gas region but origi-
nates randomly at localized centers which may then merge. This
concept cannot be used readily to model at present the autoigni-
tion processes in fired engines mainly because of the complex
coupling between chemistry, gas dynamics, and transport pro-
cesses~e.g., @20,21#!. Therefore, practical analytical approaches
for predicting the onset of autoignition incorporates inevitably
some necessary simplifications. For example, Chen and Karim
@22–25# described an approach that combines multidimensional
fluid dynamics modeling~CFD KIVA-3! with variable effective
global chemical kinetic data for the prediction of methane-air au-
toignition in a rapid compression apparatus and a motored engine.
These kinetic data were derived while using a fitting procedure
from corresponding results obtained from the application of a de-
tailed chemical kinetic scheme to a similar system of uniform
properties and constant volume conditions for an initial state simi-
lar to that existing in the engine during the ignition delay. The
results of such an approach produced very good agreement with
those of the comprehensive kinetic scheme but for a zero-
dimensional simulation with uniform properties. It was shown
also while simulating methane autoignition within an engine en-
vironment in the absence of the application of a spark~i.e.,
H.C.C.I.!, that spatially nonuniform properties developed rapidly
before autoignition, due to piston motion, heat transfer, and pre-
ignition energy release activity. These processes can produce sig-
nificant temperature and velocity gradients that increase in sever-
ity with the progress of compression and lead to autoignition
taking place first within the hottest region. In the absence of a
spark, a fast reaction front then progresses at a finite rate to con-
sume very rapidly the rest of the charge.

The present investigation examines the autoignition of diluted
hydrogen-oxygen mixtures and compares predicted values to cor-
responding experimental measurements obtained while using a
pneumatically driven rapid compression-expansion apparatus that
is more amenable to control and analysis than running engines.
Argon was used as the diluent, mainly to effect autoignition of
lean mixtures while employing moderately low compression ra-
tios. By incorporating derived variable global chemical kinetic
data for hydrogen pre-ignition reactions into the CFD modeling,
the development during compression of charge thermal inhomo-
geneity was established. Corresponding results were also obtained
for comparison purposes while using a single-zone approach with
a detailed chemical kinetic scheme that assumes a homogeneous
charge throughout. Comparison of these two sets of predicted re-

sults with the corresponding experimental values highlighted the
important role of the development of charge nonuniformity in
effecting autoignition within engines.

Experimental Approach
Rapid compression apparatus have been used~e.g.,@26,27#! to

study autoignition phenomena such as those taking place in the
end gas of spark ignition engines as well as to examine chemical
kinetic mechanisms for autoignition under similar conditions~e.g.,
@13,14#!. A major motivation for the use of these devices is their
providing of a relatively simple method for simulating the com-
pression and expansion processes that take place in internal com-
bustion engines but with a greater control over infuencing param-
eters such as initial charge composition, temperature, pressure,
and induction swirl. Charge leakage, contamination due to lubri-
cants and residuals, and cylinder surface reaction activity are also
amenable to closer control. Through the pneumatic control of pis-
ton motion, the stroke, clearance volume, and compression time
can be altered to allow the compression ratio, piston speed, and
density time to be varied independently.

In the present work, the autoignition following rapid compres-
sion of initially homogeneous hydrogen-oxygen-argon mixtures
were conducted in a specially developed single-shot rapid
compression-expansion apparatus involving a pneumatically
driven piston in a flat-topped circular cylinder~50.8 mm bore,
342.9 mm maximum stroke!. The apparatus was constructed to
offer a continuously varying density system, with very close con-
trol over many of the experimental parameters~e.g.,@22–24,28#!.
The apparatus permits a reactive mixture, once confined in a cyl-
inder closed by a piston, to be compressed rapidly and then ex-
panded. A flat-topped stainless steel piston with teflon rings was
used to seal the unlubricated chrome-plated smooth test cylinder.
Prior to compression, the charge usually was initially quiescent
and homogeneous. The tests described in this contribution were
conducted at the same compression time of 37.5 millisecond
which corresponds to an equivalent engine speed of around 800
rev/min. The equivalence ratio of the test mixtures was varied
widely from 0.15 to 2.50, with argon, having a high Cp/Cv, rather
than nitrogen as the diluent to effect autoignition at lower com-
pression ratios than required with nitrogen. A charge dilution ratio
of 79:21 ~argon:oxygen! by volume was used for all tests except
those with a stoichiometric mixture when a higher dilution ratio of
90:10 was used to limit the resulting rates of pressure rise and
peak cylinder pressures. A schematic diagram of the apparatus is
shown in Fig. 1.

Fig. 1 Schematic diagram of the compression expansion ma-
chine with peripheral equipment
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The cylinder pressure was measured using a precalibrated pi-
ezoelectric pressure transducer mounted centrally and flush with
the flat and smooth cylinder head. The rapid piston displacement
was determined employing a calibrated traversing potentiometer.
The maximum cumulative error in pressure measurement was
1.1% and in piston displacement 1.8% at 30:1 compression ratio
reducing to only 0.2% at the maximum piston displacement from
the cylinder head. Initial mixture pressure, temperature, and com-
position were controlled to within an accuracy of 0.1%, 0.2%, and
1% respectively. In these tests, the mode of volume-time develop-
ment effected pneumatically, may not be necessarily exactly the
same as those in conventional engines where it is governed by the
crank-connecting rod relationship.

Analytical Approach
Two different analytical approaches were employed to simulate

the physical and chemical processes in the autoignition of
H2 /O2 /Ar mixtures. The first is asingle-zone approachthat in-
corporates detailed chemical kinetics but assumes a homogeneous
mixture with uniform properties throughout, which is a key inad-
equacy of such an approach. The second~e.g., Chen and Karim
@22–25#! is a CFD approach that combines multidimensional
fluid dynamic modeling,~CFD, KIVA-3!, @29#, with derived vari-
able effective global chemical kinetic data. This approach can
indicate the development of dynamic and thermal inhomogene-
ities within the charge and represents more faithfully the physical
and chemical processes that lead to autoignition.

The coupling of detailed chemical kinetics with multidimen-
sional CFD simulation is a desireable objective that cannot be
readily achieved at present. It has been restricted to applications
where simplifications can be made such as when either the physi-
cal or chemical factors can be assumed to predominate. It is usual
when using comprehensive multidimensional CFD simulation
models to employ a highly simplified reaction kinetics that are
often of the single-step Arrhenius form with fixed parameters to
represent the oxidation reactions of the fuel. Such a simplified
approach has been shown to be often inadequate and cannot pre-
dict accurately the reactions over the wide temperature and pres-
sure ranges during compression that lead to autoignition. Chen
and Karim@22–25# demonstrated that an assumed single-step oxi-
dation reaction of the Arrhenius form may be employed in de-
tailed CFD modeling procedures to represent mainly the thermal
consequences of the chemical reaction. This is possible when the
effective activation energy values are varied suitablly with tem-
perature so as to yield fuel depletion and energy release rates that
are in full agreement with those obtained using sufficiently com-
prehensive chemical kinetic schemes but for a uniform property
system.

A comprehensive kinetic scheme~e.g., @30#! was adopted. It
consists, when excluding nitrogen-oxygen reactions, of 137 reac-
tion steps and 32 chemical species. It was developed to describe
the chemical reactions of common gaseous fuels, such as those in
natural gases and contains 20 reaction steps relating to the oxida-
tion of hydrogen for conditions relevant to engine operation. A
homogeneous charge, single-zone model~e.g.,@31#! incorporating
the detailed kinetic scheme was employed to derive effective
equivalent global kinetic data for the oxidation of hydrogen under
adiabatic constant volume conditions with an initial temperature
and pressure similar to those existing during the ignition delay in
the cylinder during compression. A fitting procedure where the
value of the activation energyEa was adjusted continually with
temperature while keeping the other Arrhenius kinetic coefficients
unchanged to give a best overall match to the pressure and tem-
perature histories predicted with the detailed chemical kinetic
scheme, was employed. The resulting derived apparent activation
energy values for hydrogen over a range of initial temperatures,
are shown in Fig. 2. The corresponding values obtained for meth-
ane are also shown. These values are acknowledged to be artificial
and have their limitations but they can offer an improved repre-

sentation of the thermal consequences of the reaction activity than
the fixed value approach and can be incorporated readily into the
CFD KIVA-3 code. It can be noted that the derived activation
energy values for hydrogen do not decrease linearly with tempera-
ture as for methane. The corresponding calculated times to autoi-
gnition, as shown in Fig. 3, are also not logrithmically linear with
the inverse of temperature for hydrogen, which is consistent with
the results of Lee and Hochgreb@13,14# and Lutz et al.@32#.
These trends also indicate that it is not necessarily correct to as-
sume a constant activation energy value for the oxidation reac-
tions merely because of an apparent linear relationship between
the logarithmic autoignition time and the inverse of absolute tem-
perature. These derived variable effective activation energy values
and the associated global kinetic parameters are strictly valid for
representing the thermal consequences of the reactions only.
Changes in pressure at constant temperatures had little effect on
the values of the derived activation energy values.

The KIVA family of CFD codes~e.g., @29#! represents three-
dimensional CFD software for chemically reactive, transient flows
with fuel sprays developed originally for internal combustion en-
gine applications. The numerics of KIVA include a combination of
explicit and implicit solutions on a staggered mesh with moving

Fig. 2 Variations of the fitted activation energy value with ini-
tial temperature for stoichiometric H 2-air and CH 4-air mixtures
in an adiabatic constant volume cylinder with initial pressure of
2.8 Mpa

Fig. 3 Variations of the calculated logarithmic autoignition
time with the inverse of initial temperature for stoichiometric
H2-air and CH 4-air mixtures in an adiabatic constant volume
cylinder with initial pressure of 2.8 MPa
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boundaries. For the present simulation studies, the code was suit-
ably adopted to simulate the in-cylinder processes taking place
within the confines of the rapid compression-expansion machine.
The derived globally variable kinetic model for hydrogen de-
scribed earlier was incorporated into the code. With the simple
axisymmetric nature of the cylinder used, a two-dimensional
simulation was chosen for computational economy. The cylindri-
cal computational domain which was bounded by the cylinder
head, walls and the piston face had a Cartesian two-dimensional
computational grid whose spacing was uniform with 12 cells both
for the radial and axial directions. The charge physical properties
inside a computational cell were assumed to be homogeneous.
However, every cell undergoes its own physical and chemical
events throughout the simulation. The effects of turbulence were
accounted for via thek-« model. It was confirmed that the use of
finer mesh would not have affected significantly the values of the
computed results. The snapper in the code was turned off through-
out the simulations so as to achieve a relatively higher spatial
resolution when the piston approached top dead center~TDC!.
The wall shear stresses and heat transfer were accounted for~e.g.,
@33#!. At the start of each simulation calculation, the cylindrical
chamber contained initially a homogeneous, unless otherwise in-
dicated, quiescent hydrogen-oxygen-argon mixture having known
initial temperature, pressure and composition.

For comparative purposes, a single-zone model with the de-
tailed chemical kinetic scheme~e.g.,@31#! was also used to simu-
late the in-cylinder processes in the rapid compression-expansion
machine. A heat transfer correlation derived from experimental
observations in the same machine while using non-reactive mix-
tures, @22–24#, were incorporated into the single-zone model to
account for the apparent instantaneous heat flux at the gas wall
interface.

Results and Discussion
An objective of the present experimental work was to validate

the prediction of autoignition of hydrogen-oxygen mixtures within
the confines of the closely controled cylinder-moving piston as-
sembly. At each fuel-oxidant mixture, the compression ratio was
adjusted so that autoignition occurred within the first cycle. The
experimental pressure and piston displacement-time records ob-
tained were employed in the validation of the corresponding pre-
dicted values both when using the CFD and the single-zone ap-
proaches. Figure 4 shows the temporal variations of the
experimentally measured cylinder pressure and the corresponding
predicted mean values obtained when using both the CFD and
single-zone approaches for stoichiometric H2 /O2 /Ar mixtures
with a very low O2 /Ar volumetric ratio of 0.10/0.90. Three rela-
tively low compression ratios of 6.78, 6.82, and 7.38 were used. It
can be seen that with a small increase in compression ratio, autoi-
gnition moved from the expansion stroke into the compression
stroke with increased peak pressure and autoignition intensity.
Both approaches predicted the experimental trends correctly ex-
cept for the failure of the single-zone approach to predict autoi-
gnition occurrence at a compression ratio of 6.82 over the period
examined. The CFD approach always predicted earlier autoigni-
tion. These differences result from the development of inhomoge-
neities within the charge due to piston motion, heat transfer and
any preignition energy release activity.

Similarly, Fig. 5 shows the corresponding pressure-time devel-
opment records for very lean mixtures with equivalence ratio of
only 0.15 and an O2 /Ar volumetric ratio of 0.21/0.79 for three
relatively low compression ratios of 6.49, 7.26, and 8.54. It can be
seen that the onset of autoignition moved forward from the expan-
sion stroke well into the compression stroke with the increase in
compression ratio. Lower peak pressures and milder autoignition
intensities were associated with these lean mixtures despite the
lower dilution ratio employed than in the previous case. The CFD
approach appeared again to predict earlier onset of autoignition
than experimentally observed. Except for the highest compression

ratio employed of 8.54, the single-zone approach failed to predict
autoignition altogether. This would indirectly indicate that for
slow reactive lean mixtures, the temperature gradients developed
within the cylinder charge can make all the difference between
having autoignition or not.

Figure 6 shows similarly for rich mixtures with an equivalence
ratio of 2.50 and an O2 /Ar volumetric ratio of 0.21/0.79 that
significantly higher compression ratios of 9.93, 10.07, and 12.16

Fig. 4 Comparison between experimental and predicted pres-
sure records using the CFD and single-zone approaches for a
stoichiometric mixture and an O2 ÕAr of 0.10 Õ0.90
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than before were needed to effect autoignition. High peak pres-
sures with intense autoigniton that took place earlier are observed.
With the gradual increase in compression ratio, both the CFD and
single-zone approaches predicted qualitatively well the increase in
peak pressure and autoignition intensity, but they predicted earlier
autoignition. These differences may be in part due to the contri-
bution of the development of cylinder charge inhomogeneities

during compression and the kinetic data employed may not have
been representing the reactions of such fuel rich mixtures equally
well.

The comparison of experimental and computational results for
all the cases studied involving lean, stoichiometric, and rich mix-
tures shows that the CFD approach that accounts for the build up
of temperature gradients and increased charge nonuniformity pre-
dicted earlier autoignition than with the single-zone approach.

Fig. 5 Experimental and predicted pressure histories while
using the CFD and single-zone approaches for a 15% stoichio-
metric hydrogen-oxygen-argon mixture for three different com-
pression ratios, TinÄ353 K and dilution 79:21 by volume

Fig. 6 Experimental and predicted pressure histories while
using the CFD and single-zone approaches for a 250% stoichio-
metric hydrogen-oxygen-argon mixture for three different com-
pression ratios, PinÄ0.89 bar, TinÄ353 K and dilution 79:21 by
volume
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Also, good agreement between the predicted and experimental
results was observed, especially for lean and stoichiometric mix-
tures under high compression ratio conditions. Superior agreement
with the corresponding experimental results were observed with
the corresponding CFD predicted values.

The observed differences between the predicted and measured
values could be a reflection of lingering inadequacy of analytical
approaches employed as well as the inevitable uncertainties, er-
rors, and limitations associated with the experimental approach.
Some contributary factors could have been the following:

i. The derived characteristic values of the global chemical ki-
netic model may not have been sufficiently optimized to consider
the use of Argon instead of nitrogen as the diluent. Although we
have found only relatively small changes in these values with
changes in pressure and equivalence ratio, the overlooking of
these small differences could have nevertheless contributed to
some of the observed differences.

ii. The experimentally measured pressure values at the center
of the cylinder head may not have corresponded exactly with the

calculated mean cylinder pressure, particularly during the rapid
rise in pressure values during autoignition. Also, the experimen-
tally determined piston displacement, especially near TDC posi-
tion, needs to be known very precisely. Any associated errors with
its determination could have a significant impact on the accuracy
of the results.

iii. The initial experimental conditions despite the great care
exercised, may not have been defined sufficiently precisely. There
is a negligible extent of gas phase reaction activity before the
commencement of compression. However, any initial flow distur-
bance within the mixture would have departed from the quiescent
conditions assumed for modeling. Moreover, the initial composi-
tion of the charge needed to be known precisely This is not easy to
achieve, especially for the lean and stoichiometric mixtures when
very low concentrations of hydrogen or oxygen are used in the
presence of very high concentrations of the diluent.

iv. The turbulence modeling by the CFD KIVA-3 code is based
on the standardk-« turbulence model that has its limitations par-
ticularly for representing the wide range of turbulence scales ex-

Fig. 7 Comparison of temporal variations of different temperatures while us-
ing the CFD approach and the single-zone approach for the 250% stoichio-
metric hydrogen-oxygen-argon mixture with two different compression ratios
of 9.93 and 12.16
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isting within the engine environment. Similarly, the assoicated
wall heat transfer modeling with the code based on the turbulent
wall function has its inevitable limitations.

v. It was shown earlier that for stoichiometric mixtures only a
little variation in compression ratio is needed to effect significant
changes to the autoignition delay time compared to lean and rich
mixture operations. Also, with the increase in compression ratio,
the differences between predicted and measured results become
smaller. The CFD approach always predicted earlier autoignition
than experiment or the single-zone approach. It is possible that the
increase in compression ratio and the associated reduction in the
space containing the charge lead to enhanced mixing and a reduc-
tion in the extent of thermal nonuniformity. Figure 7 shows the
temporal variations of the maximum, minimum, and average tem-
peratures obtained using the two analytical approaches for two
different compression ratios involving rich mixtures. The ob-
served differences between the CFD predicted maximum and
minimum cylinder temperatures indicate the extent of cylinder
charge thermal inhomogeneity which leads to different autoigni-
tion times. It can also be seen that the maximum temperature
curve is closer to that of the CFD predicted average values.

vi. Figure 8 shows the predicted temperature fields for two dif-
ferent compression ratio conditions at around the occurrence of
autoignition, with normalized axial distanceZ/Zmin . The pre-
dicted maximum,X, minimum N, and mass-averaged tempera-
ture,A, contours are shown. The symbols,H andL represent the
closest temperature contours to the maximum and minimum local
cell temperature points, respectively. Higher temperature levels
were associated with the higher compression ratio condition. It
can also be seen that a larger fraction of the cylinder volume
encompassed~symbols ofH) the high temperature region with a
somewhat less apparent thermal inhomogeneity for the higher
compression ratio condition. This resulted in a lower peak value
of maximum temperature difference within the cylinder charge
during autoignition because of the less time needed for the con-
sumption of the rest of the unreacted mixtures after the initiation
of autoignition from the high temperature region.

vii. A comparison of the temporal variations of the mean cylin-
der pressure and local cell pressure at the measurement position
when predicted by the CFD approach showed negligible differ-
ences, indicating that any pressure inhomogeneity is insignificant
in comparison to the development of thermal inhomogeneities.

Fig. 8 Predicted cylinder temperature fields for low and high
compression ratio conditions involving the 250% stoichio-
metric hydrogen-oxygen-argon mixture at time Ä32 ms that is
near and before autoignition occurrence

Fig. 9 Comparison of measured pressure variation with time with those
predicted by the CFD approach for the 100% stoichiometric hydrogen-
oxygen-argon mixture with two different swirl ratios
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Any flow disturbance within the charge at the commencement
of rapid compression would contribute to the observed differences
between the measured and predicted values on the basis of an
intially quiescent charge. When the results of simulation with an
assumed initial swirl were compared with the corresponding val-
ues for the initially quiescent charge, Fig. 9 shows autoignition
taking place later with a lower peak pressure value for the case
with an initial swirl. The corresponding thermal inhomogeneity
within the cylinder charge was decreased with the swirling flow
and as a result of increased heat transfer, the general temperature
levels tend to be lower and result in a later autoignition. This
would indicate that the general temperature levels are more im-
portant than the extent of thermal inhomogeneity for the occur-
rence of autoignition. But for the same general temperature levels,
the existence of thermal inhomogeneity will promote the occur-
rence of autoignition.

Conclusions

i. The derived activation energy values for hydrogen for the
conditions considered, do not decrease linearly with temperature
as for methane. The corresponding autoignition times with hydro-
gen do not vary logarithmically linearly with the inverse of
temperature.

ii. Comparison of experimental and computational results
showed that the CFD approach which allows for the buildup of
temperature gradients and increased charge nonuniformity pre-
dicted earlier autoignition than the single-zone approach. Good
agreement between the predicted and experimental results was
observed especially for lean and stoichiometric mixtures under
high compression ratio conditions.

iii. The differences in the predicted values of the time to autoi-
gnition when using the CFD and the single-zone approaches be-
come smaller with the increase in compression ratio probably as a
result of the reduction in the space containing the charge leading
to improvement in mixing and a reduction in the extent of
nonuniformity.

iv. The comparison of the temporal variations of mean cylinder
pressure and local cell pressure at the point of measurement when
predicted by the CFD approach showed only minor differences.

v. The existence of an initial swirl in the charge decreases the
thermal inhomogeneity promoting heat transfer between the
charge and cylinder walls and results in lower temperature levels
leading to correspondingly later occurrence of autoignition. The
general temperature levels are more important than the extent of
thermal inhomogeneity for the occurrence of autoignition. At the
same general temperature levels, the existence of thermal inhomo-
geneity will promote autoignition.
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Homogeneous Charge
Compression Ignition Engine:
A Simulation Study on the Effects
of Inhomogeneities
A stochastic model for the HCCI engine is presented. The model is based on the PaSPFR-
IEM model and accounts for inhomogeneities in the combustion chamber while including
a detailed chemical model for natural gas combustion, consisting of 53 chemical species
and 590 elementary chemical reactions. The model is able to take any type of inhomoge-
neities in the initial gas composition into account, such as inhomogeneities in the tem-
perature field, in the air-fuel ratio or in the concentration of the recirculated exhaust gas.
With this model the effect of temperature differences caused by the thermal boundary
layer and crevices in the cylinder for a particular engine speed and fuel to air ratio is
studied. The boundary layer is divided into a viscous sublayer and a turbulent buffer zone.
There are also colder zones due to crevices. All zones are modeled by a characteristic
temperature distribution. The simulation results are compared with experiments and a
previous numerical study employing a PFR model. In all cases the PaSPFR-IEM model
leads to a better agreement between simulations and experiment for temperature and
pressure. In addition a sensitivity study on the effect of different intensities of turbulent
mixing on the combustion is performed. This study reveals that the ignition delay is a
function of turbulent mixing of the hot bulk and the colder boundary layer.
@DOI: 10.1115/1.1563240#

Introduction
The homogeneous charge compression ignition~HCCI! engine

is a promising alternative to the existing spark ignition~SI! en-
gines and compression ignition~CI! engines. As in a diesel en-
gine, the fuel is exposed to sufficiently high temperature for au-
toignition to occur, but for HCCI a homogeneous fuel/air mixture
is used. The homogeneous mixture is created in the intake system
as in a SI engine, using a low-pressure injection system or by
direct injection with very early injection timing. To limit the rate
of combustion, very diluted mixtures have to be used. Compared
to the diesel engines, the HCCI has a nearly homogeneous charge
and virtually no problems with soot and NOx formation. On the
other hand, HC and CO levels are higher than in conventional SI
engines. Overall, the HCCI engine shows high efficiency and
fewer emissions than conventional internal combustion engines.

The efficiency of the HCCI engine has previously been shown
by a number of experiments. Parts of the experiments have been
complemented by numerical studies modeling the engine as a plug
flow reactor~PFR!, @1,2#. In these simulations the ignition delay
times for a set of different parameters were investigated. The re-
sults indicate that local inhomogeneities are responsible for differ-
ences between measurements and simulation results.

One way of accounting for these inhomogeneities is to use mul-
tiple zones to model boundary layer effects. Such work has re-
cently been performed using a 10 zone-model for the HCCI en-
gine, @3#. This model is not able to take fluctuations in the zones
into account and the chemical source terms are calculated by us-
ing the means of temperature and gas composition in the zones. A
more sophisticated way is to use a model that is based on the
probability density function of the physical variables that are im-

portant in the combustion process. However, the numerical cost,
to study chemical reactions together with all aspects of flow in
detail, is high and simplifying assumptions have to be introduced.
In this paper, we assume that chemical species and temperature
are random variables with a probability density function~PDF!
that does not spatially vary in the combustion chamber. As in the
homogeneous PFR model the combustion chamber is modeled by
only one zone, but the gas temperature and composition can
fluctuate.

The purpose of this paper is to introduce a new simulation
model featuring the partially stirred plug flow reactor~PaSPFR! as
described in Refs.@4#, @5#. Numerical simulations of the ignition
process in the HCCI engine will be performed using a detailed
chemical model for butane and lower alkanes in the framework of
the PaSPFR. The reaction mechanism contains 53 chemical spe-
cies and 590 elementary chemical reactions. A simple determinis-
tic IEM model is used to describe the unclosed term for turbulent
micromixing in the PaSPFR.

The PaSPFR model, taking fluctuations in temperature that are
induced by the colder thermal boundary layer into account, will be
used in an attempt to improve on previous numerical simulations
of the HCCI process,@1,2#. The results of the new PDF-based
model and the old PFR model are compared to experiments in
Refs. @1,2#. Additionally, we perform a sensitivity study on the
influence of turbulent mixing on ignition delay. The effect of dif-
ferent mixing intensities on the mean of temperature and pressure
as well as their standard deviation~STD-DEV! will be discussed.

This discussion is limited to the effect of an assumed initial
temperature inhomogeneity. The question how the mixing effects
the development of the inhomogeneity will be matter of a later
publication.

Previous Model and Experimental Results
The experimental data used in this work are the same as those

described in@1#. The experimental setup is as follows: A six-
cylinder Volvo TD100 series truck diesel engine has been modi-
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fied for one-cylinder use, and converted to HCCI operation. The
engine data are given in Table 1. The simplest possible combus-
tion chamber geometry is used, i.e., a flat piston crown giving a
pancake combustion chamber. Common, commercially available
natural gas is used as fuel,@2#. The major compound of the natural
gas is methane. The content of higher hydrocarbons such as
ethane, propane, and butane~see Table 2 for details! is non-
negligible. In Ref.@1# it was demonstrated that the amount of
butane in the natural gas is the most sensitive parameter in HCCI
combustion with natural gas.

The engine is run on natural gas at fuel-air ratios off50.30–
0.45. Four different engine speeds are used: 800, 1000, 1200, and
1400 rpm. These engine speeds are chosen as being representative
for normal use considering that maximum torque for a normal
CI-operating TD100-series diesel is achieved at 1400 rpm and the
engine idle speed is 475–525 rpm. In this work we will focus on
the operating conditions stated in Table 3, measured at 60 CAD
BTDC.

The detailed reaction mechanism for natural gas that was used
in the PFR model predicts the ignition timing correctly. This is
shown in Fig. 1. The oscillations in the single cycle curve are due
to pressure oscillations. The temperature profile has not been mea-
sured but was evaluated from the pressure transducer measure-
ment. The origin of the pressure oscillations is not fully under-
stood. The rate of combustion is most likely so fast that the
pressure gradient in the cylinder generates vibrations in the engine
structure. These then result in volume changes in the cylinder and
hence in pressure oscillations~private communication with B.
Johansson!.

Modeling the Boundary Layer
As stated above, the assumption of homogeneity is responsible

for the rapid temperature rise during ignition or in other words,
very short combustion duration. In Ref.@1# it was found that the
time of autoignition is mainly dependent on the fuel quality~oc-
tane number! and to a lesser extent on initial temperature and
fuel/air equivalence ratio.

In Ref. @6# it has been shown that, for the engine under consid-
eration in this paper, inhomogeneities in the fuel charge have only
a modest effect on the combustion process. We therefore assume

that the inhomogeneity in the temperature field, caused by the
mixing of the colder gases in the boundary layer into the bulk gas,
is the most sensitive on the combustion duration. To investigate
the influence of the temperature inhomogeneity we model the ex-
istence of a colder boundary layer of gas near the cylinder wall at
a prescribed crank-angle degree~260 CAD!.

The thickness of this thermal boundary layer has been investi-
gated experimentally on the TD100 series engine,@7#. These ex-
periments suggest that the thickness of the boundary layer is ap-
proximately three millimeters. This result coincides with findings
from Heywood @8# for the general case. For the current HCCI
engine setup a boundary layer of 3 mm corresponds to approxi-
mately 15% of the displaced cylinder volume. Since the boundary
layer is assumed to be significantly cooler than the bulk gasses,
and the average density in the boundary layer is about twice that
in the bulk, the total gas mass in the boundary layer will be about
15–20%. Additionally we have to account for colder fluid parcels
in crevices.

The boundary layer can be described by applying theories for
the flow of a fluid passing a solid surface. It is assumed that it
consists of a thin film layer immediately adjacent to the cylinder
wall plus a ‘‘buffer zone’’ between this and the turbulent bulk
flow, @9#. The crevices are represented by the first five particles
and the film layer corresponds to particle numbers 6 to 15 as
illustrated in Fig. 2. Within the film layer we have a strong in-

Table 1 Volvo TD100 engine parameters

Displaced Volume 1600 cm3

Bore 120.65 mm
Crank radius 70 mm
Stroke 140 mm
Connection rod 260 mm
Exhaust valve open 39 deg BBDC~at 1 mm lift!
Exhaust valve close 10 deg BTDC~at 1 mm lift!
Inlet valve open 5 deg ATDC~at 1 mm lift!
Inlet valve close 13 deg ABDC~at 1 mm lift!

Table 2 Natural gas components

Component Mole–% Mass–%

Methane 91.3 81.0
Ethane 5.0 7.9
Propane 1.8 4.2
n-butane1higher 1.0 4.7
Nitrogen 0.3 0.9
Carbon dioxide 0.6 1.2

Table 3 Initial values for the simulations of engine case „60
CAD BTDC …

f CR T ~K! P ~BAR! RPM

0.368 17.30 664 4.40 1000

Fig. 1 Numerical results from the PFR model compared with
experiments. The TD100 engine is in this case run at 1000 rpm
and fÄ0.368. The jagged line represents results from a single
experimental engine cycle and the broken line is its smoothed
version.

Fig. 2 Temperature distribution in the boundary layer. The
temperature increases from the wall temperature and asymp-
totically approaches the bulk gas temperature.
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crease in temperature. This is reflected by the large variance of
temperature of the film layer particles. In the viscous sublayer,
heat is transferred primarily through conduction.

As one approaches the bulk of the cylinder the temperature
increases asymptotically towards the bulk gas temperature~illus-
trated by the ‘‘Buffer zone’’ in Fig. 2!. In Fig. 2 the wall tempera-
ture is 450 K and the hot bulk gas is 650 K. The boundary layer is
modeled using 50 fluid particles representing the 3 mm radius
adjacent to the cylinder wall.

Turbulent Phenomena in the Engine
Experimental results performed on the Volvo TD100 series en-

gine give a quantitative description of the turbulent flow charac-
teristic in the cylinder,@10#. These experiments have been per-
formed under inert or motored conditions and in lean SI mode. In
the following we assume that the turbulence characteristics for the
engine in HCCI mode are comparable to these results. This as-
sumption is justified by the fact that the same pancake shaped
combustion chamber is used in the two setups and that there is no
influence on the flow from a propagating flame front in the mo-
tored case.

The fluctuating velocity component is defined by the turbulence
intensityu8 as

u85 lim
t→`

S 1

t Et0

t01t

u2dtD 1/2

and the integral length scalel I is defined as

l I5E
0

`

Rxdx,

whereRx is the autocorrelation coefficient of the fluctuating ve-
locity. We assume that the turbulent scalar time scale is related to
the fluctuating velocity component by a proportionality constant:

tf5
t

Cf
5

1

Cf

l I

u8
,

whereCf is a model constant. The turbulent energy dissipation
rate« is given by

«5
~u8!3

l I
.

Measurements of turbulence intensity in the cylinder show fluc-
tuations in the range of 0.5–0.9 m/s from 20 CAD BTDC to
20 CAD ATDC. The integral length scale is in the range of
10–18 mm. This gives a turbulence mixing time scale in the order
of 0.01 s and a dissipation rate in the order of 10 m2/s3.

The Stochastic Reactor Model
As discussed in the Introduction, we use a stochastic reactor

model PaSPFR-IEM from Ref.@4# to describe the influence of
inhomogeneities on the combustion process. The assumption of
homogeneity for species mass fractions and temperature that has
been made previously in@1# is replaced by the assumption of
statistical homogeneity. This means that the joint scalar PDF does
not vary within the combustion chamber.

In the following, we distinguish between global and local quan-
tities. Global quantities are massm, volumeV(t), mean density
^r(t)&, and pressurep(t). We assume that global quantities do
not vary spatially in the combustion chamber. Local quantities are
chemical species mass fractionsYi(t), i 51, . . . ,S and tempera-
ture T(t). They can vary within the combustion chamber and are
assumed to be random variables. Their joint random vector is
defined as

F~ t !5~F1 , . . . ,FS11!5~Y1 , . . . ,YS ,T!,

and the corresponding joint scalar mass density function~MDF! is
given byFF(C1 , . . . ,CS11 ;t) assuming spatial homogeneity as
proposed in the PaSPFR model. Its time evolution is given by the
following MDF-transport equation:

]

]t
FF~C;t !1

]

]C i
~Qi~C!FF~C;t !!

5
]

]C i
S 1

2

CF

t
~C i2^F i&!FF~C;t ! D ,

where the initial conditions are given asFF(C;0)5F0(C). The
brackets^•& denote the mean according toFf and Cf /t is a
measure for the intensity of scalar mixing. The model constantCf
is set to 2.0,@11# and the turbulent time scale is estimated from the
experiment as discussed above. The right-hand side of MDF-
transport equation describes the mixing of the scalars by turbulent
diffusion. This model is called IEM model and is known to have
some deficiencies. It was chosen due to its simplicity and low
numerical cost~see details in Ref.@4#!. The termQi describes the
change of the MDF due to chemical reactions, change in volume,
and heat losses.

Qi5
Mi

r (
j 51

R

n i , jv j i 51, . . . ,S

QS115
1
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(
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S S hi2
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r (
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R
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p
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dV
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2
1

mcv
~aA~T2Tw!1s«̂~T42TW

4 !!

The convective heat transfer coefficient is obtained from the
Woschni equation,@8#, s is the Stefan-Boltzmann constant and the
radiation coefficient«̂ of water and carbon dioxide,@12#, is used.
Besides the MDF transport equation the time evolution of the
global quantities has to be computed. The change of volume
V(Q(t)) in terms of CAD is given by

V~Q~ t !!5Vc1
p•B2

4
~ l 1a2a•cos~ l 22a2

•sin2 Q~ t !!1/2!

as in @8#. Mean density can be calculated as

^r~ t !&5
m

V~ t !
,

pressure is given by the ideal gas law

p~ t !5^r~ t !&
R^T&

^M &
,

where ^T& is the mean temperature according to the MDF and
^M & is the expected mean molecular weight. These equations as
well as the transport equation of the MDF have to be solved
simultaneously. For this work the stochastic reactor model is
implemented into the existing code for the calculation of ignition
processes in HCCI engines,@1,2#, and in the end gas of SI engines
as described in@13,14#. The solution procedure is based on a
stochastically weighted particle method and a higher-order opera-
tor splitting technique. The stochastic particle ensemble approxi-
mates the MDF. Each stochastic particle is associated with certain
temperature and fluid composition and is thereby related to a fluid
particle. Details of the numerical procedure will be published
separately.

Initial Conditions
The simulations for the autoignition process were made using

initial values obtained from the experiments at 60 CAD BTDC
described in Table 3. The species composition in the boundary
layer and the bulk is assumed to be homogeneous at 60 CAD
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BTDC. During the process inhomogeneities will develop, caused
by the inhomogeneous combustion process. The only scalar vari-
able that is assumed to be inhomogeneous at 60 CAD BTDC is
the temperature. The initial MDF is given by

The weightsw(n) are chosen to be

w~n!5H mBL

BL
:n51, . . . ,BL

mBulk :n5BL11

with m5mBL1mbulk being the mass of the fuel-air mixture in the
combustion chamber. The scalarsC j

(n) for j 51, . . . ,S are the
chemical species mass fractions and are all set to the same value
to meet the conditions in Table 3. The temperature in the boundary
layer ~BL! CS11

(n) :n51, . . . ,BL is setaccording to the tempera-
ture profile displayed in Fig. 2. The temperature in the bulk
CS11

(n) :n5BL11 is set to a value to match the initial mean tem-
perature in the combustion chamber. For the present case we
model the boundary layer by choosing a turbulent mixing time
scale~t! of 0.02s and 20% of the total gas mass in the boundary
layer.

Results and Discussion
In the following section we demonstrate the capabilities of the

new model and compare numerical results with experimental data
and results from the previous homogeneous model described in
@1#. In the reference case described in Table 3 the engine is oper-
ating at 1000 rpm with a fuel/air equivalence ratio of 0.368.

Figure 3 illustrates the pressure history for the reference case.
The number of fluid particles representing the viscous sublayer of
the film layer and the crevices is varied from three to seven. The
shape of the ignition curve is independent of the number of cold
particles in this part of the film layer but ignition timing and
maximum pressure is affected. Choosing five fluid particles gives
a simulated result nearly identical to the experimental results. The
new model generally produces results significantly closer to the
experiments than the previous model.

Figure 4 shows the temperature history for the same case. The
experimental temperature history is not directly measured but cal-
culated from the pressure measurements using a very simple one-

zone model. Therefore the simulated temperature is not directly
comparable to the experimental results in this figure.

Figure 5 illustrates the standard deviation~STD-DEV! of the
calculated temperature for the simulation. Again the number of
fluid particles representing the viscous sublayer of the film layer is
varied from three to seven. The STD-DEV is slowly decreasing
during the first inert part of the compression stroke due to the
temperature mixing of fluid parcels in the bulk and in the bound-
ary layer. At around three CAD BTDC the bulk ignites which
leads to a rapid increase of STD-DEV. While the ignition process
is progressing the STD-DEV decreases until most of the boundary
layer has ignited. The difference in STD-DEV between the time
before ignition and after ignition indicates that not all parts of the
boundary layer are fully burnt.

Generally one can conclude from these first results that the
implementation of the SRM greatly improves the numerical simu-
lation of the HCCI process. The IEM mixing model describes
mixing adequately if the initial distribution of particles in crevices
and boundary layer is sufficiently good. In the following sections
five fluid particles are chosen to represent the laminar part of the
film layer.

Sensitivity Study
In this section, we study the effects of varying the turbulence

time scale~which is related to turbulence intensity! as predicted

Fig. 3 Pressure history. Results from the new model with
varying number of particles are compared to experimental data
and a previous model result.

Fig. 4 Temperature history. Results from the new model with
varying number of particles are compared to experimental data
and a previous model result.

Fig. 5 STD-DEV of temperature history
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by the model. It is noted here that we study the influence of the
mixing on an existing inhomogeneity. We do not study the devel-
opment of inhomogeneities caused by the turbulent flow. This
means we keep the temperature inhomogeneity at 60 CAD BTDC
constant. We further assume that the ongoing cooling of the gas by
the wall is not adding inhomogeneity. These assumptions do not
hold and a refinement of a stochastic wall–gas interaction model
will be matter of a further publication. It is expected that increased
turbulent mixing will cause better cooling and thereby will raise
the inhomogeneity of the temperature before ignition.

In Fig. 6, the turbulence mixing time scale is varied from 0.1 s
to 0.0001 s. The result of this study shows that a very slow mixing
~t50.1 s! promotes early ignition of the hot spots in the cylinder
since they do not mix with the cold spots. As one increases the
influence of mixing by decreasingt the ignition is delayed. At a
value of t of 0.001 s the mixing is now so efficient that a very
large region of the fuel and air mixture will ignite simultaneously.
At an even smaller value oft the situation is in essence similar to
the homogeneous case and a very steep slope on the ignition curve
is observed. These results cannot explain the finding in engines
that the combustion duration in engines raises with increasing
turbulence in the cylinder,@15#. Again we expect that this finding
is caused by the convective cooling of the in cylinder gases, lead-
ing to an increased temperature inhomogeneity.

By observing the STD-DEV of temperature for this study in
Fig. 7, the mixing effects described above can be better under-
stood. From this graph, it is evident that the bulk ignites earlier in
the slow mixing cases as compared to that in fast mixing cases,
because of less mixing with the colder boundary layer. As a con-
sequence we find a decrease in the maximum value of the STD-
DEV with increasing mixing intensity. As mixing becomes more
efficient a time delay between ignition of the colder and hotter
spots is noticed.

The effects of mixing in the fast mixing cases are shown in Fig.
8. Fort50.001 s the mixing is close to perfect before ignition and
the STD-DEV is an order of magnitude smaller than for the two
slow mixing cases. Fort50.0001 s the mixing is so fast that no
STD-DEV reading is noticeable.

Conclusion
In the present work, a new model for the numerical simulation

of the combustion process in the HCCI engine has been presented.
This model is based on the PaSPFR-IEM model. It is capable of
simulating the influence of inhomogeneities in the cylinder caused
by the thermal boundary layer adjacent to the cylinder walls on
the combustion process. The model predictions have been com-
pared with engine measurements and numerical results from a

PFR model. Generally the new model shows promising results by
significantly improving the quality of the agreement with experi-
mental data compared to the previously used PFR model.

The calculated ignition time histories for temperature and pres-
sure are in very good agreement with the experiments. The mod-
eling of the boundary layer in the cylinder results in a ‘‘smoother’’
ignition curve as the cold and hot spots in the cylinder ignite at
different times. In other words, in cylinder temperature inhomo-
geneities result in an increase of the combustion duration. The
STD-DEV of temperature gives evidence that not all of the
boundary layer is burnt. This explains the excess of unburnt hy-
drocarbons from the HCCI engine.

The sensitivity of the turbulent mixing on the combustion pro-
cess has been investigated. Slow mixing will result in early igni-
tion of the hot spots followed by a delayed ignition of the colder
ones. Fast mixing results in almost homogeneous combustion. The
weakness of the model is, that it is not able to calculate the origin
of the temperature inhomogeneities. It is therefore not able to
calculate the influence of different engine geometries on the com-
bustion process.

Future work will discuss the implementation of a more detailed
mixing model, e.g., the Curl mixing model. This will increase the
demand on CPU time but will give a more accurate description of
the mixing processes taking place in the cylinder. A stochastic

Fig. 6 Sensitivity study on turbulence mixing time scale „t…
Fig. 7 STD-DEV of temperature histories for the sensitivity
study on turbulence time scale

Fig. 8 STD-DEV of temperature. Closeup on the faster mixing
cases
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wall interaction model needs to be developed to allow the predic-
tion of influence of turbulence intensity on the inhomogeneities in
the gases.
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Nomenclature
Abbreviations

HCCI 5 homogeneous charged compression ignition
PFR 5 plug flow reactor

PaSPFR5 partially stirred plug flow reactor
PDF 5 probability density function

MDF 5 mass density function
IEM 5 interaction by exchange with the mean mixing

model
STD-DEV 5 standard deviation

ATDC 5 after top dead center
BTDC 5 before top dead center
BBTC 5 before bottom dead center
CAD 5 crank angle degree

CR 5 compression ratio
RPM 5 revolutions per minute
SRM 5 stochastic reactor model

Arabic Symbols

a 5 crank radius
A 5 cylinder surface area
B 5 bore

cv 5 specific heat at constant volume
Cf 5 proportionality constant
Ff 5 joint scalar mass density function
hi 5 specific enthalpy of speciesi
l 5 connecting rod

l i 5 integral length scale
m 5 mass
M 5 mean molecular weight

Mi 5 molecular weight of speciesi
p 5 pressure
t 5 time

T 5 temperature
Qi 5 source term
R 5 universal gas constant

Rx 5 autocorrelation coefficient
V 5 volume

Vc 5 clearance volume
w(n) 5 mass weight for PDF

Yi 5 mass fraction of speciesi

Greek Symbols

a 5 heat transfer coefficient
«̂ 5 radiation coefficient
« 5 dissipation
f 5 equivalence ratio
f 5 joint scalar random vector
Q 5 CAD

n i j 5 stoichiometric coefficients
r 5 density
t 5 turbulent velocity time scale

tf 5 turbulent scalar time scale
c 5 joint scalar sample variable

v j 5 rate of reactionj

Subscripts and Superscripts

BL 5 index for boundary layer
Bulk 5 index for bulk

i 5 index for scalars
j 5 index for reactions
n 5 particle index
S 5 number of chemical species
R 5 number of reactions
w 5 wall
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Characteristics of Homogeneous
Charge Compression Ignition
(HCCI) Engine Operation for
Variations in Compression Ratio,
Speed, and Intake Temperature
While Using n-Butane as a Fuel
In this paper, some basic properties of homogeneous charge compression ignition
operation are reported. The effect of inlet temperature, compression ratio and engine
speed on the homogeneous charge compression ignition (HCCI) operating ranges
were evaluated in a CFR engine using n-butane as a fuel. The minimum and maximum
loads for HCCI operation were determined using criteria of coefficient of variation
of the indicated mean effective pressure and the derivative of in-cylinder pressure,
respectively. Exhaust emissions, particularly hydrocarbons, were measured using a Fou-
rier transform infrared spectrometer. The concentration of intermediate hydrocarbon spe-
cies rapidly decreased as the magnitude of the energy release increased. Hydrocarbon
emission at the maximum HCCI load mainly consists of the fuel itself, which is probably
emitted from colder areas in the combustion chamber. Finally, the relationship between
IMEPCOV and ISFC is discussed.@DOI: 10.1115/1.1501914#

Introduction
Driven by concern over potential petroleum shortages, green-

house warming effects of carbon dioxide (CO2), and acid rain and
smog from nitrogen oxides (NOx), demands for a power source
with high efficiency and low environmental impact are increasing
year by year. Spark ignition~SI! engines, with precise control of
air fuel ratio and three-way catalysts, are proving to be a very
clean power source. However, due to throttling losses, knock limit
and lean flammability limits, their maximum practical efficiency
is constrained. Another popular power source is the direct-
injection Diesel engine~DI diesel!, which is a very efficient power
source. However, due to heterogeneous combustion, the diesel is
hampered with the constraint of a tradeoff between NOx emissions
and particulate matter. Homogeneous charge compression ignition
~HCCI! engines are being investigated for their potential of effi-
cient energy conversion with low environmental impact. That is,
HCCI engines have the potential for high efficiency like direct-
injection Diesel engines~@1#!, while emitting extremely low NOx
emission, and no smoke.

Many researchers have studied HCCI combustion during the
last three decades. The earliest reported work~@2,3#! showed the
basic characteristics of HCCI, which have been validated by sub-
sequent researchers, namely: very little cyclic variation and no
flame propagation. Noguchi et al.@3# conducted a spectroscopic
study of HCCI combustion and observed many radicals in a spe-
cific sequence. These initial research efforts were done using two-
stroke engines, with low compression ratios and very high re-
sidual gas in the cylinder. Najt and Foster@4# were the first to run
a four-stroke engine in HCCI. They conducted fundamental stud-
ies in pursuit of understanding this combustion phenomenon.

They demonstrated that experimentally observed results could be
understood in terms of global hydrocarbon kinetics and fuel au-
toignition phenomena.

Recently the interest in HCCI has been growing. HCCI com-
bustion is fundamentally interesting because the energy release
processes are governed by chemical kinetics, which in turn are
influenced by the fluid mechanic and thermodynamic state history.
Consequently, it represents a good research problem to which one
can apply different experimental and analytical methods~@5–12#!.
Through these research efforts the relative importance of control
parameters, such as the intake temperature, equivalence ratio, and
internal exhaust gas recirculation~EGR! and their impact on the
start of combustion~SOC! and heat release rates have been re-
vealed.

On the other hand, some researches have focused on application
of HCCI ~@13–16#!. They have shown the advantages and disad-
vantages of HCCI: high efficiency, an indicated thermal efficiency
of up to 50% is possible, with only several ppm of NOx being
emitted from the cylinder in the exhaust gas. However, the maxi-
mum load achievable with HCCI has characteristically been much
lower than in a typical SI and DI diesel. The authors believe that
this is a characteristic of HCCI combustion. HCCI combustion is
the same autoignition process as knocking combustion. Trying to
achieve higher loads will likely result in very large rates of pres-
sure rise and noisy operation, or shortened engine life. It is the
authors’ opinion that to minimize noise and keep rates of pressure
rise to mechanically tolerable limits, HCCI will probably be lim-
ited to very lean operation and therefore lighter load operation.
More usual SI or diesel combustion will most likely be needed for
other operating regimes. Consequently, exhaust gas aftertreatment
to reduce HC, CO, and NOx emissions will probably still be re-
quired to meet emission regulations when the entire engine opera-
tional range is considered.

The main objective of this study was to investigate the opera-

Contributed by the Internal Combustion Engine Division of THE AMERICAN SO-
CIETY OF MECHANICAL ENGINEERS for publication in the ASME JOURNAL OF
ENGINEERING FORGAS TURBINES AND POWER. Manuscript received by the ICE
Division, May 23, 2001; final revision received by the ASME Headquarters, Decem-
ber 1, 2001. Editor: D. N. Assanis.

472 Õ Vol. 125, APRIL 2003 Copyright © 2003 by ASME Transactions of the ASME

Downloaded 02 Jun 2010 to 171.66.16.95. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



tional characteristics of HCCI combustion. In this work we first
define the boundaries of the operational range of HCCI by con-
sidering a combination of the stability of the indicated mean ef-
fective pressure~IMEP! and the derivative of the pressure in the
cylinder (dP/du). Second, general properties of HCCI combus-
tion are described, such as IMEP, fuel consumption, and exhaust
emissions. Engine speed dependence is also described. Third, the
effects of the intake air temperature and compression ratio are
investigated as they relate to the operating range determined by
the IMEP and (dP/du).

Experimental Setup
Figure 1 shows a diagram of the complete engine test cell used

in this study. A single-cylinder, four-stroke cycle, cooperative fu-
els research~CFR! engine was used because of its variable com-
pression ratio mechanism and high durability. Properties of the
engine are shown in Table 1. Not shown in the schematic is the
surge tank in the intake line, which was used to dampen out flow
oscillations caused by the periodic nature of the intake strokes.
This engine is designed for the relatively low engine speed of 900
rpm. In this research the engine was run from 600 rpm to 2000
rpm. An intake valve without shroud was installed instead of the
shrouded valve to eliminate swirl effects on combustion. The
compression ratio~CR! of the engine was controlled by vertically
changing the relative position of the cylinder in a clamping sleeve.
To precisely determine the CR, the clearance between head cylin-
der and piston at top dead center~TDC! was measured. This en-
gine has a spark plug at the side of the combustion chamber,
which was not used during the tests.

The air pressure in the intake system was maintained at 100 kPa
by a pressure regulator. The temperature of the intake air was
heated using a 3 kW CHROMALOX heater, which was controlled
by an Omega series CN77000 temperature controller.

In the experiments reported in this paper, n-butane was used as
fuel. n-butane was chosen as a fuel because it has an octane num-
ber similar to gasoline. Also, n-butane is considered to have ki-

netic similarity to gasoline, because it has a similar reaction
scheme of hydrogen abstraction followed byb-scission. More-
over, the reaction schemes have been extensively studied~@17–
19#!, which will help in understanding what occurs in the com-
bustion chamber through kinetic modeling. The properties of
n-butane are shown in Table 2. The flow rate of the fuel was
measured with a calibrated rotameter. The fuel was introduced
into the intake pipe 180 mm upstream of the intake port.

After the exhaust surge tank, part of the exhaust gas was
sampled and routed, through a heated filter and heated line, to a
Fourier transform infrared spectrometer~FT-IR! for analysis. The
following species were analyzed and recorded quantitatively:
H2O, CO2 , CO, NO, NO2 , N2O, NH3 , CH4 ~Methane!, C2H2
~Acetylene!, C2H4 ~Ethylene!, C2H6 ~Ethane!, C3H6 ~Propylene!,
C4H10 ~n-butane!, CH3OH ~Methyl alcohol!, CH2O ~Formalde-
hyde!, and CH3CHO ~Acetaldehyde!. The NOx concentration was
calculated by taking the sum of concentrations of nitrogen oxide
and nitrogen dioxide. The total Hydrocarbon~THC! concentration
was calculated by summing the concentrations of all species con-
taining carbon, excluding CO and CO2 , and multiplying by the
number of carbon atoms in each species.

The cylinder pressure was measured using a Kistler model
6061B water-cooled pressure transducer. The charge output from
this transducer was converted to an amplified voltage using a Ki-
stler model 5010B1 dual mode amplifier. The charge amplifier
time constant was set to medium~1–10,000 seconds!. The 720
pulses per rotation from a shaft encoder on the engine crankshaft
were used as the data acquisition clocking pulses to acquire the
pressure data.

Cylinder pressure data was recorded using DSP Technology
combustion data acquisition equipment. Data was logged and
post-processed with this equipment to obtain a complete set of
combustion parameters, such as indicated mean effective pressure
~IMEP!, 10% to 90% burn duration~B1090!, 10% burn location
~CA10!, maximum rate of pressure rise~MRPR!, and coefficient
of variation of IMEP~IMEPCOV!. In this study, data for over 100
consecutive cycles were recorded, processed, and stored.

Result and Discussion

Operation Range in Homogeneous Charge Compression Ig-
nition „HCCI … Mode. Examples of the pressure data of 100
consecutive cycles are shown in Fig. 2. Note that in both cases the
load is very low~low equivalence ratio!. For run conditions of
higher load, such as shown in~a!, the variation of the pressure
curve from cycle to cycle was very small. The stability of opera-
tion was confirmed by the value of the coefficient of variation of
the IMEP ~IMEPCOV!, which in this case is 1.2%. In addition,
the rate of pressure increase (dP/du) was very large. The rate of
pressure rise (dP/du max) is considered an indicator of noise
emitted from the engine and the violence of the combustion. In-
deed, it was observed in experiments that the noise became larger
asdP/du max increased. Moreover, very loud combustion, which
we classified as knock, was often detected at the higher load and
it correlated with high rates of pressure rise in the cylinder. Based
on our experimental observations, we defined the maximum load
limit for HCCI as the combustion condition for which
dP/du max510@bar/deg#.

Fig. 1 Diagram of experimental setup

Table 1 Engine specifications

Compression ratio 4;18
Bore 82.6 mm

Stroke 114.3 mm
Displacement 612 cc

Connecting rod length 254 mm
Exhaust valve open ATDC140
Exhaust valve close ATDC5
Intake valve open ATDC10
Intake valve close BTDC146

Table 2 Properties of n-butane

Chemical formula CH3– CH2– CH2– CH3
Purity 99.5% min.

Molecular weight 58.12
Boiling point 20.5°C

Lower heating value 45.72 MJ/kg
Heat capacity 1.67 kJ/kg-K

Autoignition temperature 365°C
Octane number 91.8~RON!
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On the other hand, in the case of lower load, such as shown in
Fig. 2~b!, the IMEPCOV was large~28.1% for this operating con-
dition!. For this operating condition the operation of the engine
was continuous. We could classify it as steady state. However, as
seen in the figure, there was large variation in the combustion
timing and energy release rate from cycle to cycle. The cylinder
pressure varied significantly from cycle to cycle, within the enve-
lope shown in Fig. 2~b!. There could be many reasons for this
behavior. For example, if the operating condition of the engine
was right on the verge of allowing HCCI combustion, one could
get one cycle that reacted very little. This would lead to a larger,
cooler exhaust residual, which would be rich with partially reacted
fuel and stable intermediates. This ‘‘enriched’’ residual could then
promote the next cycle to yield ‘‘good’’ HCCI combustion. The
good HCCI combustion would result in the subsequent residual
fraction being absent of fuel fragments and stable intermediates,
which in turn would result in a poor HCCI cycle that would then
lead to a repeat of the sequence. The exact reason for this behavior
is subject to conjecture and worthy of further study as one tries to
understand the limits of HCCI operation. However, for this work,
the observations of Fig. 2~b! led us to conclude that IMEPCOV
could be used as a good indicator of combustion stability and a
means for defining the lower limit of HCCI operation. Conse-
quently, the minimum load limit for HCCI combustion was de-
fined as being when IMEPCOV510%.

An example of the HCCI operating range is shown in Fig. 3.
The lines shown on the figure are the upper and lower limit of
operation as defined bydP/du max and IMEPCOV. It is clearly
shown that the operating range lies on the very lean side of sto-
ichiometric. This is one of the reasons for the high efficiency of
HCCI. Though these limits depend on the operating condition,
such as the engine speed, the intake air temperature and the com-
pression ratio, the maximum equivalence ratio obtained in this

work was still quite lean, approximately 0.37. Such a low maxi-
mum equivalence ratio results in low power density. This clearly
highlights one of the disadvantages of HCCI.

Indicated Mean Effective Pressure„IMEP …, Fuel Consump-
tion, and Exhaust Emission. The general characteristics of the
HCCI combustion for fixed conditions will be described in this
section. In the results reported below the intake air temperature
was held constant at 400 K, the compression ratio was set to 16.55
and the coolant temperature was maintained at 353 K.

Contours of IMEP for these experiments are shown in Fig. 4. It
is clearly seen that the maximum IMEP achieved is much lower
than usual for SI or DI diesel engines. This is because the equiva-
lence ratio is severely limited to avoid noisy combustion, which is
represented by the constraint ofdP/du max.

Contours of indicated specific fuel consumption~ISFC! are
shown in Fig. 5. The best ISFC for this condition is 220@g/kW-hr#.
At another operating condition, it decreases to 175@g/kW-hr#. As-
sessment of our data indicated that there was a tendency for the
best ISFCs to be obtained at the highest load. In this figure, the
ISFC at 1200 rpm is the best among the conditions observed. This

Fig. 2 Pressure data of consecutive 100 cycles

Fig. 3 Operation range „CRÄ16.55,TinÄ400 K…

Fig. 4 Contour of IMEP „CRÄ16.55,TinÄ400 K. … „Dotted lines
show the upper and lower limit of operation. …

Fig. 5 Contour of ISFC „CrÄ16.55,TinÄ400 K. … „Dotted lines
show the upper and lower limit of operation. …
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can be explained by the position of the heat release. The position
at which 50% of the heat release has occurred, CA50, is a good
indicator of the relative position of the heat release. CA50 is
shown in Fig. 6. It is seen that CA50 occurs before TDC in all
conditions, which is probably not ideal, however, CA50 at 1200
rpm is the closest to TDC. This means that negative work of
compressing against the reacting mixture is the smallest for the
conditions at 1200 rpm. This observation confirms the importance
of the position of heat release for thermal efficiency. It also opens
up for speculation the possibility of even better fuel economy if
the CA50 location could be controlled to a more optimal position
after TDC. Since the energy release is controlled by the kinetics,
which in turn are controlled by the thermodynamic state, the chal-
lenge of controlling HCCI combustion becomes self-evident. How
does one obtain an optimal phasing of the energy release, in which
the rate of pressure rise and the coefficient of variation are both
acceptable, when we have relinquished direct control over the
start of combustion?

Figure 6 shows the dependence of CA50 on the engine speed
for the case ofTin5400 K, CR516.55, maximum load. There is
an unusual behavior, especially at speeds greater than 1200 rpm.
Initially the position of 50% burned moves closer to TDC as the
engine speed increases. Then for engine speeds over 1200 the
50% burned point recedes away from TDC with increases in
speed.

The cylinder pressure and temperature histories are significant
factors for the autoignition process. For a given pressure and tem-
perature time history there will be a certain kinetic time delay
before heat release starts. As the engine speed increases, the time
period, in seconds, in which the temperature and pressure are
made high by compression, becomes short. If the pressure and
temperature history, in crank angles, were the same under all en-
gine speeds, heat release would then occur at later crank angles
for higher engine speed, as is the case for engine speeds between
600 and 1200 rpm. But this is not the case. The trend reverses for
speeds over 1200 rpm, as shown in Fig. 6. One assessment of
these observations would be that the interaction between the ki-
netics and the pressure and temperature histories, in crank angles,
during the compression stroke are engine speed dependent.

The cylinder pressure and temperature histories are determined
by the compression ratio, the exhaust residual, the engine speed
and the pressure and temperature at intake valve closing~IVC!.
The pressure in the cylinder was measured in the experiment us-
ing a piezoelectric transducer, so it is not the absolute pressure. It
is a relative value, referenced to a standard value that needs to be
assessed at some point during the cycle. We took a reference value
of 100 kPA~absolute! at IVC at 600 rpm. This is the pressure in
the intake surge tank, which was controlled via a pressure regula-
tor and quantified relative to the laboratory ambient condition.

The effects of gas dynamics on the value we assigned to the
cylinder pressure at intake valve closing, and how it changed with
changes in engine speed, were also considered. Gas dynamic ef-
fects are smallest at low engine speeds. To adjust for the variation
of volumetric efficiency, and other gas dynamic effects, as the
engine speed was increased, we adjusted the value of the pressure
at intake valve closing, P~IVC!, by considering the change in pres-

sure during an early stage of the compression stroke. This was
accomplished by normalizing the pressure change between intake
valve closing and 90 deg before TDC for speeds greater than 600
to the observed pressure change over this same interval at 600
rpm. This became the adjustment factor for the cylinder pressure
at intake valve closing relative to the manifold reference pressure.
This procedure is shown below as an equation.

P~ IVC!mod
NÞ6005100@kPa#

~P~290!obs
NÞ6002P~ IVC!obs

NÞ600!

~P~290!obs
N56002P~ IVC!obs

N5600!

where
N 5 engine speed~rpm!,

P(u) 5 absolute pressure at crank angle ofu
obs 5 observed data,

mod 5 modified data,
u 5 crank angle~deg!

The temperature at IVC (TIVC) was calculated usingPIVC and
the volumetric efficiency, assuming that the gas was ideal. These
estimated values ofPIVC andTIVC are shown in Fig. 7. The results
show that the pressure and temperature in our experiments in-
crease as the engine speed increases. This is one of the phenom-
ena that complicate the speed dependence of CA50, shown in Fig.
6. It is intriguing that the temperature at intake valve closing
continues to rise through the entire speed range, while the pres-
sure at intake valve closing continues to rise to a peak at 1800
rpm. The increase in temperature at intake valve closing over the
speed range would be consistent with an advancing combustion.
This is consistent with the advancing of combustion with increas-
ing speed for engine speeds over 1200 rpm, as seen in Fig. 6. This
does not offer an explanation for the retarding of the combustion
for speed increases from 600 to 1200 rpm, also seen in Fig. 6. It
appears that competing factors affect the start and duration of
combustion as engine speed changes. Perhaps the shorter time at
the higher temperatures is controlling the combustion initiation for
speed increases from 600 rpm to 1200 rpm, at which point the
continually increasing temperature starts to become dominate and
causes the combustion to advance for speeds greater than 1200
rpm.

HC emission contours are shown in Fig. 8. For these experi-
ments the smallest value of@HC# is 1400@ppm#. This is a typical
result for HCCI combustion, high-unburned hydrocarbon emis-
sions. It was observed that there was a tendency for lower@HC#
emissions at the higher load. This is believed to be the result of
the combustion being quenched at the light loads and becoming
progressively more complete as the load increased. This is consis-
tent with an increase in CO concentrations at lower equivalence
ratios ~lighter loads!.

Dependence of the hydrocarbon speciation on the equivalence
ratio is shown in Fig. 9. The species found in the exhaust gas are
methane~a very stable hydrocarbon!, alkenes~such as ethane
(C2H4), and propylene (C3H6), which are the products of the
termination reactions in the oxidation mechanism!, and aldehydes

Fig. 6 Position of CA50 „CRÄ16.55, TinÄ400 K, at maximum
load …

Fig. 7 Change of TIVC and PIVC on engine speed
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~formaldehyde ~HCHO! and acetaldehyde (CH3CHO), which
have an important role in the oxidation mechanism!, as well as
n-butane, which is the fuel.

The concentration of intermediate species of combustion rap-
idly decreases as the equivalence ratio, i.e., load, increases. But
the emission of n-butane changes very little with changes in
equivalence ratio. At higher load, the amount of products of par-
tial oxidation is small even though a considerable amount of
n-butane is emitted. These observations imply that the n-butane
emission is a result of crevice volume type storage phenomena. It
appears that unreacted fuel is stored somewhere in the combustion
chamber, such as in a crevice volume, where it is precluded from
reaction. The fuel subsequently reenters the main combustion
chamber on the expansion stroke, at a time when the temperatures
are lower, and is then emitted from the chamber during the ex-
haust stroke. Colder areas in the combustion chamber, such as
crevices and boundary layers near the wall are candidates for stor-
age regions for the fuel. This assumption is supported by work of
Aceves et al.@11#, where by numerical analysis the hydrocarbon
emission is predicted to come mainly from colder areas. During
the operation at the lighter loads, we believe that partial oxidation
of the fuel occurring in the bulk gas is responsible for the emis-
sion of the intermediate species. As can be seen in Fig. 10, the CO
emission increases, as the load gets lighter, indicating progres-
sively more incomplete combustion. The unreacted fuel that is
emitted is believed to come from the same source as at higher
load, namely cold unreacted regions.

Contours of the concentrations of CO emission are shown in
Fig. 10. For these operating conditions the smallest value of@CO#
was 3000@ppm#. There is a similar trend to that observed for the
hydrocarbon emissions, that smaller@CO# is obtained at higher
load. As inferred in the discussion above, we believe that this is an
indication of increased bulk quenching at the lower loads.

The dependence of the emission of CO on the equivalence ratio
is shown in Fig. 11, along with the emission data for formalde-
hyde and n-butane. CO exhibits a more complicated dependence
on load than n-butane and formaldehyde. This may be explained
by the fact that CO emission is determined by the balance be-
tween production from hydrocarbon and consumption to CO2 .
However, the gross trend in the CO emission is one of decreasing
levels with increasing load.

The NOx in exhaust gas was below 10 ppm in all cases, which
is the lower limit of detection by FTIR used. This suggests that the
overall reaction occurs at low temperatures and there are no hot
spots, which might be indicative of flame propagation.

Effect of the Compression Ratio. The operational range for
different compression ratios is shown in Fig. 12. It is seen that for
fixed inlet temperature, the acceptable operating range shifts in the
direction of higher engines speed and lower equivalence ratios as

Fig. 8 Contour of HC emission „CRÄ16.55,TinÄ400 K. … „Dot-
ted lines show the upper and lower limit of operation. …

Fig. 9 Concentration of each HC species „CRÄ16.55,
TinÄ400 K, 600 rpm …

Fig. 10 Contour of CO emission „CRÄ16.55,TinÄ400 K.…
„Dotted lines show the upper and lower limit of operation. …

Fig. 11 Concentration of CO „CRÄ16.55,TinÄ400 K…

Fig. 12 Operation range with various compression ratio
„TinÄ400 K…
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the compression ratio is increased. This tendency is not surprising,
because the temperature and pressure around TDC are higher at
higher compression ratios.

A comparison of ISFC for different equivalence ratios and com-
pression ratios is shown in Fig. 13. In each case a value of 10%
coefficient of variation in the IMEP~IMEPCOV! is used to mark
the edge of the operating condition. It is seen in the figure that at
this inlet temperature, lower IFSC is obtained with the higher
equivalence ratio for each condition. One interesting point is that
for operation with a high compression ratio, the regime in which
the IMEPCOV is lower than 10% does not necessarily result in
the best ISFC. However, for the low compression ratio of 11.74,
low IMEPCOV is conductive to good ISFC. This is a result of the
limited operating range for CR511.74.

One may view the combustion processes of n-butane very sim-
plistically as a semi-global sequence of two steps: decomposition
of the fuel through intermediates to CO and CO oxidation to CO2 .
In the first step, the fuel decomposes to smaller hydrocarbons.
This decomposition continues and leads to a concentration of CO.
This process is almost thermally neutral, that is only a small por-
tion of the heat release occurs during this first sequence of reac-
tions. It is in the second sequence, where CO oxidizes to CO2 ,
that most of energy is released. The ISFC will be most closely
linked to the extent to which CO completely oxidizes to CO2 . If
the CO is not completely oxidized the ISFC will be large, even
though the reaction sequence may be repeatable, i.e., a low
IMEPCOV.

In case of the higher compression ratios, the temperature
around TDC is relatively high, which is conductive to initiation
of the chemical reactions. However, the equivalence ratios for
high compression ratio operation are quite lean. As a result,
even as the fuel air mixture begins to react, the energy release will
not be very large. Consequently the energy release of the CO
oxidation may be only marginally effective in over coming the
cooling effect of expansion from the descending piston. The net
result is a stable combustion process that is relatively long in
duration. The observed engine results for this operation would be
a small IMEPCOV without attaining a minimum in ISFC. It is
concluded that when the compression ratio is high and the mixture
is very lean, small IMEPCOV is necessary but not sufficient for a
small ISFC.

In the case of operation with a low compression ratio, the tem-
perature around TDC is low relative to the higher compression
ratio operation. It is conceivable that HCCI operation under this
condition is right on the threshold, even though the equivalence
ratio is more fuel rich than for higher compression ratio operation.
The sequence of the chemistry is the same, however, now slight
variations in the compression temperature will have a much more
profound impact on whether or not the autoignition chemistry
is initiated. If the chemistry doesn’t start, combustion fails and
operation becomes intermittent, resulting in a high IMEPCOV.

Once the chemistry starts, the larger energy release from the
higher fuel concentration results in a more optimal combustion
duration. The net result is that when operating at the lower com-
pression ratios, with richer equivalence ratios, conditions that lead
to low IMEPCOV also result in low ISFC.

Another interesting point in Fig. 13 is that the best ISFC is
attained with relatively low compression ratio~13.63! instead of
the highest compression ratio. This is explained by the position of
the heat release, shown in Fig. 14. In this figure, it is shown that
the heat release is completed before TDC for the two higher com-
pression ratio cases. This increases the negative work to the piston
during compression. On the contrary, the majority of the heat
release occurs after TDC for the operating conditions of the two
lower compression ratios. Therefore, it is concluded that compres-
sion ratio plays a significant role in determining the efficiency of
an HCCI engine through its impact on the start of combustion and
the position of the heat release.

Effect of the Intake Air Temperature. The operational
ranges with different intake air temperature are shown in Fig. 15.
The operational range shifts in the direction of higher engine
speed and lower equivalence ratio with an increase of the intake
air temperature. This tendency is similar to that seen for the com-
pression ratio. By observing the HCCI operating ranges that could
be established through variation in compression ratio, Fig. 12 and
through variation of intake temperature, Fig. 15, one concludes
that the combination of variable compression ratio with variable
intake temperature offers interesting possibilities for extending the
HCCI operating range of an engine.

Conclusion
The characteristics of an HCCI engine for a range of intake

temperatures, compression ratios and equivalence ratios were in-

Fig. 13 Dependence of ISFC on equivalence ration „CR
Ä16.55, TinÄ400 K, 600 rpm …

Fig. 14 Comparison of pressure and heat release rate „Tin
Ä400 K, 600 rpm …

Fig. 15 Operation range with various intake air temperature
„CRÄ16.55…
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vestigated experimentally in a CFR engine using n-butane as a
fuel. After studying the data the following conclusions were
reached:

~1! For the conditions studied, the HCCI operational range lies on
the lean side of stoichiometric, and the range of equivalence ratios
for satisfactory operation is very narrow. For example, the equiva-
lence ratio range is between 0.12 and 0.26 for the conditions
where the intake temperature is 400 K and compression ratio is
16.55.
~2! HCCI operation was achieved in the CFR engine at a rela-
tively high engine speed, 2000 rpm, with a high compression ratio
and a high intake air temperature, 16.55 and 400 K, respectively.
~3! The maximum IMEP obtained in HCCI mode was only 3.5
@bar#, which is much lower than that usually obtained in an SI or
DI diesel engine.
~4! The minimum ISFC was 175 g/kWh, which is comparable to a
DI diesel.
~5! Over the HCCI operating ranges studied the exhaust emissions
of HC and CO decreased as the load increased.
~6! The main component of the HC emissions under stable opera-
tion was n-butane, the fuel. It is assumed that the unreacted fuel
was emitted from the cool areas in the combustion chamber.
~7! It appears that as the load is made lighter bulk quench, or
incomplete combustion, is responsible for progressively increas-
ing concentrations of intermediate hydrocarbon species.
~8! Exhaust emissions of NOx were very low. Under no operating
condition did they exceed 10 ppm.
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Modeling the Initial Growth
of the Plasma and Flame Kernel
in SI Engines
The initial size and growth of the plasma and flame kernel just after spark discharge in
S.I. engines determines if the flame becomes self-sustainable or extinguishes. On the other
hand, the development of the kernel during the initial phases has non-negligible influ-
ences on the further combustion. For example, cyclic variations often find their origin in
the beginning of combustion and determine the working limits of the engine and the
driving behavior of the vehicle. These factors demonstrate the crucial importance of the
knowledge of the initial growth of the plasma and flame kernel in S.I. engines. A complete
model is developed for the growth of the initial plasma and flame kernel in S.I. engines,
which takes into account the fundamental properties of the ignition system (electrical
energy and power, geometry of the spark plug, heat losses to the electrodes and the
cylinder wall), the combustible mixture (pressure, temperature, equivalence ratio, fraction
of residual gasses, kind of fuel), and the flow (average flow velocity, turbulence intensity,
stretch, characteristic time and length scales). The proposed model distinguishes three
phases: the pre-breakdown, the plasma, and the initial combustion phase. The model of
the first two phases is proposed in a previous article of the same authors [1], the latter is
exposed in this article. A thermodynamic model based on flamelet models and which takes
stretch into account, is used to describe the initial combustion phase. The difference
between heat losses to the electrodes and the cylinder wall is considered. The burning
velocity varies from the order of the laminar velocity to the fully developed burning
velocity. The evolution is determined as well by the life time as by the size of the kernel.
The stretch (caused by turbulence and by the growth of the kernel), the nonadiabatic
character of the flame, and instabilities have influence on the laminar burning velocity.
Validation of this model is done using measurements of the expansion in a propane-air
mixture executed by Pischinger [2] at M.I.T. The agreement seems very good.
@DOI: 10.1115/1.1501912#

Introduction

The expansion during the first moments after ignition in a S.I.
engine determines if the flame becomes self-sustainable or extin-
guishes. On the other hand, the early development has also non-
negligible influences on the further combustion. Cyclic variations
often find their origin in the beginning of combustion and deter-
mine the working limits of the engine and the driving behavior of
the vehicle. The knowledge of the initial growth of the plasma and
flame kernel in S.I. engines is therefore of crucial importance.

For this purpose in this article a numerical model is presented
which describes the initial growth of the plasma and flame kernel
in S.I. engines.

The birth of the flame kernel is a very complex process. Differ-
ent mechanisms stimulate the growth of the kernel. An electrical
spark will cause breakdown in an isolating medium. A conductive
plasma channel is formed with a high pressure and temperature. A
shock wave and heat conduction and diffusion allow the kernel to
expand before the combustion reactions take over and the com-
bustion will become self-sustainable.

For the initial development of the kernel three phases can be
distinguished: the pre-breakdown phase~closed by breakdown!,
the plasma phase~expansion determined by shock wave and heat
conduction!, and the initial combustion phase~expansion deter-
mined by exothermic combustion reactions!.

Pre-breakdown phase

Initially the gas between the electrodes is a perfect isolator. If a
voltage is applied between the electrodes, the electrons in the
spark gap accelerate from the cathode and the anode. Collisions
with gas molecules ionize these, new electrons are produced. If
the number of electrons increases sufficiently to make the dis-
charge self-sustainable, breakdown takes place and the pre-
breakdown phase is closed. A very small conductive path is
formed between the electrodes with a high pressure~around 20
MPa! and temperature~around 60,000 K!.

A detailed description and the mathematical model for the pre-
breakdown phase can be found in a previous article of the same
authors@1#.

Plasma Phase

At the end of the pre-breakdown phase the plasma channel is
not in equilibrium. The very high pressure and temperature of the
channel compared with the surrounding gas causes an immediate
expansion of the channel, first by a shock wave and later by heat
conduction.

In S.I. engines it is the purpose to study combustible mixtures.
The question has to be posed if exothermic burning reactions
don’t have to be considered and if they cause expansion of the
plasma. Indeed combustion reactions~self-ignition! take place at
temperatures lower than the inversion temperature, so only at the

Contributed by the Internal Combustion Engine Division of THE AMERICAN SO-
CIETY OF MECHANICAL ENGINEERS for publication in the ASME JOURNAL OF
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border of the plasma. In a very small channel with a high tem-
perature the expansion is dominated by thermal conduction and
the combustion reactions can be neglected. If the temperature de-
creases, these reactions become more and more important. If the
expansion by these combustion reactions prevails, the plasma
phase is closed and the initial combustion phase starts~transition
from self-ignition to flame propagation!.

A detailed description and the mathematical model for the
plasma phase can be found in a previous article of the same au-
thors @1#.

Initial Combustion Phase
In the initial combustion phase the combustion reactions domi-

nate the expansion of the kernel. The kernel is no longer a plasma
kernel, but can be called a flame kernel. This kernel has to be
sufficiently large, to make it possible that the burning reactions
can gain the opposite effects of the heat losses and flame stretch to
ignite the mixture successfully. Ignition takes place if the expan-
sion becomes self-sustainable. The burning reactions are then suf-
ficiently powerful to lead the expansion of the kernel without
supplementary energy supply.

In this article the mathematical model for the initial combustion
phase is described profoundly.

Equations. To model the initial combustion phase the follow-
ing assumptions are made:

• The system is in thermodynamic equilibrium.
• The pressure is uniform in burned and unburned.
• The general gas law is applicable.
• The flame kernel is much smaller than the cylinder.
• The burned gas is in chemical equilibrium at each moment.
• The temperature of the kernel is sufficiently low. The burning

reactions dominate the expansion of the kernel and the influ-
ence of thermal conduction and diffusion from the burned to
the unburned is minimal.

The model starts from mass and energy conservation and from
the first law of thermodynamics. The thermodynamic system of
the flame kernel is given in Fig. 1.

The heat losses of the kernel to the surrounding unburned gas
are not taken into account in the conservation of energy. This
simplification is acceptable if the delivered chemical energy is
much larger than the heat losses. Because the initial combustion
phase is modeled and the plasma phase is already closed, the
temperature of the kernel is sufficiently low, the simplification is
justified.

The change in enthalpy of the system depends on the change in
internal energy and the volume work:

d

dt
~mbhb!5mb

dhb

dt
1hb

dmb

dt
5

dU

dt
1p

dVb

dt
1Vb

dp

dt
. (1)

Mass conservation gives

dmb

dt
5

d

dt
~rbVb!5ruAbSt (2)

and energy conservation
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dt
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dt
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dQhl

dt
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dVb
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. (3)

Taking the general gas law into account and the definition of the
reaction heat

dQch

dt
5hu

dmb

dt
, (4)

Eqs.~1!, ~2!, and~3! deliver after some calculation the following
set of equations to calculate the evolution of the temperature and
the radius of the flame kernel with time:
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Initial Conditions. The initial conditions to model the initial
combustion phase follow out of the solution from the plasma
phase@1#. But the exact moment of transition between these two
phases~the moment at which combustion reactions can’t be ne-
glected anymore! still has to be fixed.

During the plasma phase self-ignition reactions are started
where the temperature is lower than the inversion temperature.
After a certain self-ignition delay combustion takes place. The
expansion of the plasma is determined by a shock wave and a
series of expansion waves caused by heat conduction and diffu-
sion. As long as the expansion stays supersonic, a flame cannot be
formed and the expansion by self-ignition is neglected. Flame
propagation is a subsonic phenomena that can determine the ex-
pansion of the kernel only if the Mach number is smaller than 1.

The moment the combustion starts to dominate, is correlated in
the model with the adiabatic flame temperature. That temperature
is in fact a measure of the chemical energy that can be liberated by
combustion. An average temperature of the kernel equal to the
threefold of the adiabatic flame temperature

Ttr53Tad (7)

seems to agree with the moment the expansion velocity of the
plasma becomes equal to the sound velocity. In the model this
temperature is considered as the transition temperature between
the plasma and initial combustion phaseTtr . At that moment the
expansion of the kernel calculated with the plasma model is al-
most equal to the expansion calculated with the model of the
initial combustion phase. The choice of the transition temperature
is not really critical. Increasing or decreasing the transition tem-
perature with some hundreds Kelvin, seems to have only a mini-
mal effect on the further simulation of the combustion. Shen,
Hinze, and Heywood@3# choose the same approach to determine
the moment at which the combustion reactions start to dominate
the expansion.

Numerical Solution Method. The purpose of this study is to
integrate the simulation for the ignition in an existing simulation
model of the total combustion cycle in S.I. engines developed at
the Department of Flow, Heat, and Combustion Mechanics at the

Fig. 1 Thermodynamic model of the flame kernel during the
initial combustion phase
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University of Gent, Belgium@4#. The same solution method for
the differential equations is chosen: a fourth-order Runge Kutta
method.

Heat Losses to the Electrodes. The heat losses are calcula-
ted by

dQhl

dt
5hcAc~Tb2Tw! (8)

wherein the losses by radiation are neglected as generally ac-
cepted in S.I. engines. A detailed discussion about the difference
in heat losses to the cylinder wall and the electrodes by one of the
authors can be found elsewhere@7#, the conclusion for the calcu-
lation of the convection coefficient to the electrodes is

hc5
lb

3.25d l
(9)

with the thickness of the laminar flame frontd l

d l5
au

Sl
. (10)

Turbulent Burning Velocity. Herweg and Maly@5# adapted
the normally used flamelet models to the beginning of combus-
tion. At that moment the combustion is not yet influenced by the
whole frequency spectrum of the turbulence in the flow. For a
small flame kernel the integral length scaleL of the turbulent flow
is larger than the kernel, the kernel can only be affected by the
high-frequency part of the turbulence spectrum. On the other
hand, also a characteristic time scale seems to be necessary to
wrinkle the flame front.

In laminar flamelet models the turbulent flame is composed of
small flamelets, wherein the combustion is laminar but stretched.
The turbulent burning velocity is normally determined by@6#:

St52ADtS. (11)

To calculate the turbulent burning velocity in the beginning of
combustion the laminar stretched burning velocitySl ,s has to be
taken into account:

St5Sl ,s12ADtS (12)

or

St5I sSl12ADtS. (13)

For very small kernels the second term is negligible compared
with the first, for larger flame kernels the influence of turbulence
increases. Herweg and Maly@5# indicate that the turbulent diffu-
sion for a small flame kernel can be calculated with
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The reaction velocityS ~per time unit! in flow fields in engines
is @5#
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This gives for the turbulent burning velocity
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(19)

The influence of turbulence increases with the size and life time of
the flame kernel. During the initial combustion the integral length
scale is larger than the diameter of the kernel. Only the high-
frequency spectrum of turbulence has influence on the growth of
the kernel. The effective length scale can only be equal to the
integral length scale, if the whole turbulence spectrum wrinkles
the flame front. For smaller kernels the effective length scaleLb is
only a fraction of the integral length scaleL as can already be seen
in ~19!:

Lb5LF12expS 2
r b

L D G . (20)

The average flow velocityŪ and the turbulence intensityu8 in-
fluence the turbulent burning velocity via the characteristic time
scaleTt

Tt5
L

~Ū21u82!
1
21Sl

. (21)

Larger values ofŪ, u8 andSl and smaller values ofL introduce a
smaller characteristic time scale, the flame behaves sooner as a
fully turbulent flame. The influence of turbulence is only complete
after a period depending on the characteristic time scale combined
with a minimal size of the flame kernel depending on the integral
length scale of the flame. Two aspects are important to determine
the influence of turbulence on combustion. First of all the size of
the flame kernel determines in which measure turbulence can
wrinkle the flame front but, on the other hand, wrinkling requires
some time. Only if the time span that the flame kernel is exposed
to the turbulence is sufficiently large, the turbulent flow can affect
the kernel completely.

To calculate the turbulent burning velocity the model formula
~19! is used, therefore it is necessary to know the laminar un-
stretched burning velocitySl and the influence factor of stretchI s .
In the next paragraph the calculation of these factors is explained.

The Laminar Burning Velocity

The Laminar Burning Velocity Under Adiabatic, Unstretched,
and Stable Conditions .Many formulas are derived from experi-
mental research to calculate the laminar burning velocity. The
measurements are not always done under adiabatic, unstretched,
and stable conditions. This declares the spread in the results. One
of the authors made a comparison between the formulas in the
literature to calculate this velocity for propane, iso-octane, in-
dolene, methane, and hydrogen@7#. For propane the formula of
Metghalchi and Keck@8# is preferred:

Sl5Sl0S Tu

298 K D aS p

0.1 M PaD b

~122.1f ! (22)
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with

a52.1820.8~f21!

b520.1610.22~f21!

Sl05@0.342221.3865~f21.08!2#
m

s
(22)

for an equivalence ratiof between 0.8 and 1.5, a pressurep
between 0.1 MPa and 5 MPa, a temperature of the unburnedTu
between 350 K and 700 K, and a mass fraction of residual gas
lower than 20%.

Influence of Stretch on the Laminar Burning Velocity .Three
factors can cause stretch of a flame kernel@9,10#: aerodynamic
stretch~caused by the variations in flow along the surface!, the
variation in curve of the surface and the growth of the flame. In
the laminar flamelet model the combustion is supposed to be lami-
nar, but stretched on the scale of the flamelets. On that scale the
stretch caused by the curve of the flame front introduced by the
surrounding flow can be neglected, only the influence of the flow
along the surface and the growth of the flamelets have to be taken
into account to calculate the influence of stretch. The stretch factor
K is

K5
1

A

dA

dt
1

u8

lT
. (23)

The first term is the laminar stretch and the second the aerody-
namic stretch caused by turbulence. The dimensionless stretch
factor or the Karlovitz number becomes

Ka5
d l

Sl
K (24)

The influence of stretch on the laminar burning velocity is repre-
sented byI s :

Sl ,s5I s~Ka!Sl . (25)

Law @9# proves that the influence of stretch on the laminar burning
velocity can be calculated from
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Taking ~5!, ~6!, ~23!, ~24! and @11#
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into account, the stretch factor becomes
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Influence of the Nonadiabaticity on the Laminar Burning Veloc-
ity . The nonadiabatic character of the combustion has in the
first place consequences on the electrical energy supplyEe and the
heat lossesQhl of Eqs. ~5! and ~6! but, on the other hand, there
will be a change in the mass that’s burned per time unit, because
the temperature influences the burning velocity. From a compari-
son between different researchers@2,3,12,13# the authors define
the influence of the nonadiabaticity on the laminar velocity as
follows @7#:

Sl ,nad5I nadSl ,ad (34)
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Instability of the Flame. Two types of instability can be dis-
tinguished. Aerodynamic stretch can lead to thermodiffusive in-
stability. If the Lewis number is smaller than a critical value
~smaller than 1!, the flame gets a cellular structure that causes an
exponential increase of the burning velocity. On the other hand,
hydrodynamic instability is caused by the interaction of the flame
and hydrodynamic disturbances, generated by the flame itself by
thermal expansion. If the Lewis number is larger than the critical
Lewis number, thermodiffusive effects hold the flame stable until
a critical flame radius is reached. The critical Peclet number
makes it possible to calculate this critical flame radius.

In S.I. engines under normal conditions thermodiffusive stable
mixture are used and for sufficiently small kernel also hydrody-
namic stability can be neglected. In this work the supposition is
made that both kinds of stability’s can be let out of consideration.

Experimental Validation of the Model

Description of the Experiments. To verify the model of ini-
tial plasma and flame growth in S.I. engines it is necessary to have
detailed measurements of the initial flame growth. On the other
hand, also the knowledge of the operation conditions of the en-
gine, the flow around the spark plug, the energy supply, the shape
of the spark plug,... are indispensable. The measurements done by
Pischinger@2# at the Massachusetts Institute of Technology at the
end of the 1980s are very interesting for this purpose because the
initial flame growth is measured in a propane-air mixture under
well-known working conditions and surrounding parameters.

A transparent visualization engine with a square piston is used
for this purpose. During the initial phases of combustion the de-
velopment of pressure by combustion is so small that it becomes
difficult to get accurate information about the initial development
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of combustion out of pressure measurements. Conventional visu-
alization techniques~direct or Schlieren photography! have an-
other important disadvantage: a limited resolution along the vision
line. To reduce this uncertainty, a special Schlieren setup is used
which takes simultaneously two orthogonal images of the flame.
The detailed description of the engine and the measurement
equipment can be found elsewhere~@14,15#!. The comparison be-
tween experimental and simulated results is done for two series
of working conditions, each for three types of spark plug~MIT1te
and MIT2te with the spark-plug with thin electrodes, MIT1bd
and MIT2bd with a breakdown spark-plug, MIT1ps and MIT2ps
with the spark-plug with a projecting surface gap!. The descrip-
tion of the spark-plug and the working conditions can be found
in @7#.

Results. Before comparing simulation and experiment, the
development of the radius of the flame kernel in time is discussed
in detail for one series of working conditions. The conclusions are
however generally applicable to simulation results of the same
type.

In Fig. 2, respectively, the evolution of the radius of the plasma
and flame kernelr b and the expansion velocitySb with time is
seen for the second series of working conditions and with the use
of spark plugs with thin electrodes~MIT2te!. The expansion ve-
locity is defined as

Sb5
drb

dt
. (40)

The evolution is characteristic for a normal kernel growth in a S.I.
engine. The expansion velocity starts at very high values and de-
creases fast until a minimum is attained. The expansion velocity
begins to increase. After a certain time it seems like a maximum is
reached and the expansion velocity stays almost constant. This
evolution is also seen during experiments.

Four different regimes can be discovered:

• Spark breakdown and kernel initiation: the expansion veloc-
ity falls down from very high values to a minimum at around
300 ms after breakdown and a radius of around 1.5 mm.

• Passing through a minimum in the expansion velocity: the
survival of the flame kernel is controlled by the balance of the
decreasing influence of the plasma, the increasing contribu-
tion of the combustion and the crossing effect of the flame
stretch.

• Wrinkling of the flame front: after the minimum the surface
of the flame is wrinkled by the turbulent flow field. The wrin-
kling is controlled by characteristic time and length scales,
respectively, depending on the life time and the size of the
kernel.

• Fully developed turbulent flame propagation: if the radius of
the flame kernel exceeds the integral length scale, the flame
velocity approaches the value of a freely expanding turbulent
flame.

It is possible that the flame doesn’t become fully turbulent, but
quenches. The expansion velocity decreases continuously until its
value becomes zero. The heat delivered by the combustion reac-
tions isn’t sufficient to compensate heat losses.

On the other hand, if the supplied electrical energy is suffi-
ciently high and the heat losses small, the expansion velocity be-
comes a monotonous function in time and doesn’t show a mini-
mum.

The results of the experiments and simulation can be found in
Fig. 3 for the working conditions MIT1te, MIT1bd and MIT1ps
and Fig. 4 for the working conditions MIT2te, MIT2bd, and
MIT2ps. Each experiment is repeated about five times, the experi-
mental evolution of the flame kernel is given about five times for
each condition. Caused by cyclic variations a spread in the radius
evolution can be seen on the figure. The correspondence between
measurements and simulations seems to be good to very good.

The discussion shows that the proposed model is a valuable
instrument to analyze the initial growth of the plasma and flame.
Besides the example above proves that it’s necessary to take the
energy supply, the spark plug design, the local flow properties,...
into account to get a correct image of the combustion. These char-
acteristics determine the limits for successful combustion.

At the Department of Flow, Heat and Combustion Mechanics of
the University of Gent a complete simulation model is developed
for the thermodynamic and gasdynamic cycle of S.I. engines. The
model of the combustion process is derived from the model of
Tabaczynski. The study has the purpose to eliminate the ignition
delay used in that model for the initial combustion phase. It is
replaced by a more detailed model of the expansion of the plasma
and the initial flame kernel. In reality the ignition delay in a S.I.
engine has no physical meaning. There is no delay between the
spark and the beginning of the growth of the plasma and the flame
kernel. The ignition delay in the model of Tabaczynski is defined
as the time between the spark and the moment of measurable heat
production, which corresponds with the moment on which 1% of
the cylinder mass is burnt. To calculate the ignition delay a pa-

Fig. 2 Evolution of the radius and the expansion velocity of
the flame kernel with time for working conditions MIT2te

Fig. 3 Comparison between experimental and simulated flame
growth for the first working conditions

Fig. 4 Comparison between experimental and simulated flame
growth for the second working conditions
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rameter, which is said to be dependent of the engine, but indepen-
dent of the working conditions, has to be determined by experi-
ment. Willems @7# proves that this parameter can only be
considered as constant for small variations of rotation speed and
preignition. Also the equivalence factor and the ignition pressure
can’t sustain changes of more than 20%. The model developed in
this study doesn’t has these limitations. Above this model has the
advantage that no parameter without physical meaning has to be
determined. Conclusions for improving the combustion are there-
fore much easier derived than with a model which used an igni-
tion delay.

Conclusion
In this article a relatively simple one-dimensional model is de-

veloped to simulate the growth of the plasma kernel and the initial
flame in S.I. engines taking into account the detailed properties of
the ignition system, the inflammable mixture and the flow, which
means a big step forwards in the combustion of S.I. engines. This
model starts from the very beginning, namely the plasma channel
caused by spark breakdown and distinguishes three phases: the
pre-breakdown phase, the plasma phase, and the initial combus-
tion phase. Once and forever the notion ignition delay is thrown
away for S.I. engines. In reality there is no ignition delay, so it has
no sense to define that in models just to put some initial condi-
tions. This is a big step forwards, because the influence factors on
the initial expansion can now be adapted for an optimal combus-
tion ~increasing efficiency, decreasing fuel consumption, improv-
ing the quality of the exhaust gases,...!.

Nomenclature

A 5 surface
Ac 5 contacting surface between the burned gas on one

hand and the cylinder wall and/or electrodes on the
other hand

b 5 burned mass
cp 5 specific heat capacity at constant pressure
Dt 5 turbulent diffusion
Ea 5 activation energy
Ee 5 electrical energy supplied by the electrodes

f 5 mass fraction residual gas
h 5 specific enthalpy

hc 5 convection coefficient
I nad 5 influence of the nonadiabaticity on the laminar burn-

ing velocity
I s 5 influence of stretch on the laminar burning velocity
K 5 stretch factor

Ka 5 Karlovitz number
L 5 integral length scale

Lb 5 effective length scale
Le 5 Lewis number
m 5 mass
n 5 constant~n51 for cylindrical,n52 for spherical

flame kernel!
p 5 pressure

Qch 5 reaction heat
Qhl 5 heat losses to the cylinder walls and the electrodes

r 5 radius
R 5 general gas constant

S 5 reaction velocity~per time unit!
Sl 5 laminar adiabatic unstretched burning velocity

Sl ,nad 5 laminar nonadiabatic burning velocity
Sl ,s 5 laminar stretched burning velocity
St 5 turbulent burning velocity
t 5 time

T 5 temperature
Ta 5 activation temperature

Tad 5 adiabatic flame temperature
Tf 5 maximum temperature of the flame front
Tm 5 average temperature
Tq 5 quenching temperature
Tt 5 characteristic time scale

Ttr 5 transition temperature between the plasma and initial
combustion phase

u 5 unburned mass
u8 5 turbulence intensity
U 5 internal energy
Ū 5 average flow velocity around the spark plug
V 5 volume
a 5 thermal diffusivity
d l 5 thickness of the laminar flame front
f 5 equivalence ratio
l 5 thermal conductivity

lT 5 Taylor micro scale
r 5 density
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An Investigation of Flame
Expansion Speed With a Strong
Swirl Motion Using High-Speed
Visualization
In this study, a simple linear supposition method is proposed to separate the flame ex-
pansion speed and swirl motion of a flame propagating in an engine cylinder. Two series
of images of flames propagating in the cylinder with/without swirl motion were taken by
a high frame rate digital video camera. A small tube (4 mm ID) was installed inside the
intake port to deliver the fuel/air mixture with strong swirl motion into the cylinder. An
LDV was employed to measure the swirl motion during the compression stroke. Under the
assumption that flame propagates spherically from the each point of the flame front, a
diameter of small spherical flames can be calculated from the two consecutive images of
the flame without swirl motion in the cylinder. Using the normalized swirl motion of the
mixture during the compression stroke and the spherical flame diameters, the flame ex-
pansion speed and swirl ratio of combustion propagation in the engine cylinder can be
obtained. This simple linear superposition method for separating the flame expansion
speed and swirl motion can be utilized to understand the flow characteristics, such as
swirl and turbulence, during the combustion process.@DOI: 10.1115/1.1564067#

Introduction

In general, the flame images contain the various information of
combustion and flow fields in an engine cylinder. A series of flame
images may show the combined result of various phenomena such
as chemical reaction, thermal expansion of the burned gas and the
stretch of the flame front due to the flow fields, etc. Many research
works have been conducted to separate the individual effect on the
flame propagation from the in-cylinder flame images,@1–4#. Ga-
towski et al.@5# reported a flame propagation model which esti-
mates the mean expansion speed of the burned gas and the flame
front area under the assumption that the flame propagates spheri-
cally from the point of ignition through the fuel/air mixture with-
out the significant swirl in the flow. Due to the various limitations,
however, the model could not estimate the flame propagation
characteristic through the flow field with significant swirl motion,
which makes the flame front shape much different from the
spherical configuration. Shen et al.@6# proposed a flame propaga-
tion model to examine the flame front in a significant swirl flow.
They assumed that an elliptic flame front is formed in the high
swirl flow field, and estimated the convective motion velocity by
comparing the length of two major and minor axes of the elliptic
flame front configuration. This model, however, still has its limi-
tations to estimate the flame front configuration due to the lack of
similarity between the flame configuration and the ellipse.

In spite of those intensive research works, a practical method to
extract the individual information from flame images is still lack.
A simple method to estimate the flame expansion speed and the

convective motion of the flame with the significant swirl motion
in an engine cylinder is proposed and the experimental and ana-
lytical results are discussed in this study.

Assumptions and Definitions
There is a few effects which can be combined and affect on the

flame propagation process in the cylinder. In this paper, the speeds
related to the flame propagation are defined as follows:

• Mixture burning speed~flame speed!: The velocity at which
unburned gases move through the combustion wave~flame!
in the direction normal to the wave surface under conditions
of free expansion in an open flame.

• Burned gas expansion speed: The speed of flow induced by
the thermal expansion of the hot burned gas in the combus-
tion wave.

• Flame expansion speed: The sum of mixture burning speed
and burned gas expansion speed. Consequently, the speed can
be much higher than the mixture burning speed defined
above.

• Flame propagation speed: The speed of the flame which
propagates through the combustion chamber as a result of the
interaction between the flame expansion and convective flow.

The method to estimate the flame expansion speed and swirl
motion from the images of flame propagation is proposed based
on the following assumptions:

1. Turbulence intensity of the unburned mixture ahead of the
flame is spatially uniform and the mixture burning speed is pro-
portional to the turbulence intensity: This assumption can be vali-
dated from the studies such as spherical flame propagation model,
@7–10#, and cycle-resolved turbulence measurement results,
@11,12#.
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2. Burned gas expansion speed is spatially uniform. The expan-
sion of the burned gas occurs in the combustion wave due to the
raise of temperature in the combustion wave, and the thermal
expansion occurs uniformly regardless of location.

3. The initial flame ignited by a spark plug, propagates spheri-
cally from the spark point. If the turbulence intensity and scale are
spatially uniform, the mixture burning speed and burned gas ex-
pansion speed are uniform, and hence the flame propagates in
spherical shape.

4. Linear superposition of the speed of the flame expansion and
the speed of the flame center movement due to the convective
flow motion can be applied. For the small time-step associated

with the geometric evolution of the flame front, the linear super-
position can be useful for the quick estimation.

5. The flame shape consists of the loci of outer surfaces of the
small spherical flames which propagate from the every point on
the initial flame front surface.

The flame propagation model of a spherical shape flame, which
consists of small spherical flames, is illustrated in Fig. 1. The
initial flame is developed in a form of a small sphere. Every point
of the initial flame surface plays a role as a new ignition point. At
these infinite number of ignition points, the small spherical flames
begin to propagate and the loci of outer intersection of these small
spherical flames form a new large spherical flame. And on the
surface of this newly formed spherical flame, the small spherical
flames begin to propagate again and form a larger spherical flame.

The flame propagation in a strong swirl flow field is depicted in
Fig. 2. The flame propagates in the same manner of no swirl case.
A small spherical initial flame is developed when it is ignited. But
the center of the initial flame is deformed by the swirl flow. Then,
from the every point of the surface of the deformed initial flame,
a small spherical flame is developed and propagated. The loci of
outer intersection of these small spherical flames form a new large
flame front, which is no longer spherical in shape due to the swirl
motion.

With the velocity profile during the compression stroke, the
flame expansion speed and swirl motion can be estimated from
the series of flame images by determining the deformation of the
shape of the flame front by the swirl motion and the radii of
the small spherical flames developed from the points on the flame
front surface of the previous time-step. The detail procedure
and method of the estimation will be discussed in the following
chapters.

Experiment
A schematic of the experimental setup is depicted in Fig. 3. A

four-cylinder, two-valve SOHC, MPFI, pent-roof type production
engine with 76.5 mm bore and 81.5 mm stroke was modified for

Fig. 1 An example of flame propagation calculated using a
proposed flame propagation model for the case of no swirl

Fig. 2 An example of flame propagation calculated using a
proposed flame propagation model for the case of swirl Fig. 3 Experimental setup
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optical access through the flush mounted window in the flat pis-
ton. The displacement volume of the engine is 1498 cc, while the
compression ratio is 8.6. A small tube~4 mm ID! was installed
inside the intake port to generate strong swirl motion in the cyl-
inder. To intensify the swirl motion in the cylinder, the tube was
located in the circumferential direction of the intake valve as
shown in Fig. 4. The fuel/air mixture was prepared and driven into
the cylinder during the intake stroke and the amount of the mix-
ture was controlled by a high speed solenoid valve,@4#. For this
process, the intake manifold was blocked so that the mixture flew
only through the tube into the cylinder. Though the mixture was
not compressed by an extra device, the mixture which flew di-
rectly into the cylinder through the small tube and intake valve
could induce a very strong swirl motion due to the pressure dif-
ference between cylinder and atmosphere. Since the solenoid

valve was open at the early stage~50° ATDC! of the intake stroke,
the mixture at the end of the compression stroke in cylinder was
considered to be homogeneous. For the case of the weak swirl
motion in the cylinder, intake manifold was used for the air flow
and fuel injected into the intake port. So, the fuel and air were
mixed in the port and the mixture flew into the cylinder during the
intake stroke. For the optical access, a quartz window was
mounted on the piston. An aluminum-coated mirror was installed
under the piston to reflect the flame images.

A high frame rate digital video camera equipped with an image
intensifier was employed to take the flame propagation images.
The resolution of the camera sensor is 512 pixels by 384 pixels
and the maximum frame rate was 2000 frames per second~fps!.
The flame propagation process was pictured at the maximum
frame rate of the camera~2000 fps! at the engine speed of 800
rpm and 0.8 bar IMEP.

An LDV system was used to measure velocity profile in the
cylinder during the compression stroke. A quartz window was
installed at 5 mm below the cylinder head for the laser beam
access. The LDV system consists of a 5W Ar-ion laser, fiber optic
probe, photomultiplier tube and a burst spectrum analysis~BSA!
data acquisition~DANTEK!. For the LDV measurement, the en-
gine was motored at the same operating condition as the firing
case. For this study, the engine was operated either in motoring or
firing mode at 800 rpm with 10° BTDC of ignition timing, and the
air/fuel ratio of 14.6.

Results and Discussion

Figure 5 shows the examples of the flame images, which were
taken using a high-speed digital video with an image intensifier.
Figure 5~a! is a flame image at 2.5 ms after the ignition without
the swirl flow. The flame shape is nearly the spherical without
swirl motion. The flame deforms from the spherical shape due to
the strong swirl motion in Fig. 5~b!. ~See the Appendix for flame
propagation behavior.! The swirl flow enhanced the flame propa-
gation speed in one direction while retarded in other direction.

Fig. 4 A mixture supply system which generates the swirl flow

Fig. 5 Flame images at 2.5 ms after ignition; „a… without swirl motion and „b… with strong swirl motion
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The normalized swirl motion in the cylinder at 180°, 110°, 40°
BTDC during compression stroke are shown in Fig. 6. The veloc-
ity measurements were made along the horizontal axis (X-axis!
with 7 mm increments at a plane of 5 mm below the top deck of
the cylinder. After 40° BTDC crank angles the velocity measure-
ment was not possible because the piston blocked the laser beams.
The results were normalized with the maximum velocity of each
measurement to compare the profile of the swirl motion. Even
though the maximum velocity of each measurement was different
from each other the normalized velocity profiles of the three crank
angles showed that the axes of the rotational motions are very
close each other and the curves are also very similar each other.
Since the normalized results are nearly identical, it seems reason-
able to represent a swirl motion by the normalized velocity and

scaling factor. To simplify the parameter, the average of these
three normalized measured profiles was used for this study.

To separate the effects of flame expansion and swirl motion, the
radius of the small spherical flames which develop from the every
point on the flame front surface and the swirl scale factor from the
averaged normalized swirl profile were determined by comparing
the measured and the estimated flame fronts. The comparisons of
the measured and the estimated flame fronts are shown in Fig. 7.
The two consecutive flame images were superposed in Fig. 7~a!
for the case of no swirl motion and in Fig. 7~b! for the case of
strong swirl motion case. In the figures, the inner circle is the
boundary of visible area through the window while the outer one
presents the piston. The thick solid lines are the traces of the flame
fronts from the images taken by the digital camera in 0.5 ms time
interval.

The flame front surface can be recalculated with the swirl scale
factor of the in-cylinder motion. Then, the new flame front surface
can be constructed with the loci of the outer surfaces of the small
spheres with same radius centered at the every point of the recal-
culated flame front surface. If the front side radii of the small
spherical flames are smaller than those in rear side in circumfer-
ential direction~swirl direction!, the swirl motion does not apply
sufficient enough than the actual flame propagated. On the other
hand, if the rear side radii of the small spherical flames are bigger
than those in front side in the swirl direction, too much swirl
effect is added to the calculation. This process was repeated until
the constructed flame front by the small spherical flame surfaces
located on the top of the second measured flame front. This itera-
tive process took around five minutes for a pair of images and less
than an hour for whole combustion process. One of the results of
this method is shown in Fig. 7.

The swirl ratio during the combustion process and the flame
expansion speed were calculated with the swirl scale factor and
the radius of the small spherical flames. The radius of the small
spherical flame is the distance of the flame expended by the mix-
ture burning speed and hot burned gas thermal expansion during

Fig. 6 Normalized velocity profile for the case of swirl during
compression process measured by LDV

Fig. 7 Examples of determining the flame expansion speed and swirl speed „3 msec after the start of ignition …
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the period of the time step. The flame expansion speed can be
obtained by the radius of the small spherical flame divided by the
time-step interval. The calculation results are shown in Fig. 8. In
both cases of with/without swirl motion, the flame expansion
speed increases rapidly at the beginning combustion and main-
tains the constant for a while, finally slows down at the final stage
of combustion process,@13#. The flame expansion speed with the
strong swirl is faster than that without swirl during the combustion
process. The flame propagation in the strong swirl motion is pro-
moted earlier than without the swirl motion. It is a well-known
fact that the flame expansion speed depends strongly on turbu-
lence intensity. Therefore, this may explain that the strong swirl
motion generates higher turbulence in in-cylinder flow motion and
the higher turbulence affects on the flame expansion speed during
the combustion process.

The swirl ratio during the combustion process reduces slowly
from 4.8 to 4.3. During the first 0.5 ms, the swirl reduces almost
0.3 and then the rest of measured period, the swirl ratio remains
almost constant. The rapid increase of the flame expansion speed
might affect the swirl. During the period of the constant flame
expansion speed, the swirl remains constant until the flame expan-
sion speed reduces. This can be compared with the angular mo-
mentum loss due to the friction in cylinder,@14#. For the momen-
tum loss calculation, the gas flow was assumed as a flow in a thin
disk with a constant volume. During the studied period, 5.5 ms
from the spark ignition, the piston moves up from the position at
10° BTDC and down to the 16.5° ATDC. During this period, the
constant volume assumption can be applicable due to the small
changes in cylinder volume.

Friction on the cylinder wall can be obtained as

t5
1

2
rS vSB

2 D 2

Cf (1)

wherevS is the equivalent solid-body swirl andB is the diameter
of the cylinder~bore!. The friction factorCf over the flat plate is

Cf50.037l~ReB!20.2 (2)

wherel is an empirical constant for the difference between the
flat plate and cylinder wall~l'1.5! and ReB is Reynolds number
over the flat plate,

ReB5
r~Bvs/2!~pB!

m
. (3)

For the calculation of the friction loss on the combustion chamber
surface and the piston crown, in-cylinder flow was modeled as the
fully developed flow between the two flat plates. For this calcula-
tion Eq. ~1! was modified. Since the tangential velocityyu in the
combustion chamber varies with radius, the shear stress should be
integrated over the surface:

t5E
0

R

2pr •t~r !dr (4)

and

t~r !5C1

1

2
r@yu~r !#2Re20.2 (5)

with

Re5
ryu~r !r

m
(6)

hereC1 is an empirical constant~'0.055!.
The calculations resulted that angular momentum was 2.93

31025 (kgm2/sec), the equivalent solid-body angular velocity
was 381.83~rad/sec!, and the swirl ratio was 4.56. The angular
momentum loss during combustion process was 6.97
31027 (kgm2/sec). The calculation results showed that only
2.4% of angular momentum loss occurred during the combustion
process. This small angular momentum loss results the swirl mo-
tion remains almost constant during the combustion process as
shown earlier.

Conclusion
Flame propagation process with/without swirl motion in an en-

gine cylinder was examined. With the careful examinations of the
experiment results and analysis, the following conclusions were
obtained:

1. The normalized velocity profiles at different crank angles
during the compression stroke are very similar to each other in
case of strong swirl.

2. The flame expansion speed and swirl motion was separated
by calculating the flame front with the normalized swirl profile
and the uniform flame propagation through the unburned mixture
from the every point on the recalculated flame front surface. The
predicted flame front surface configurations were well matched
with the flame images taken by the digital camera.

3. The maximum flame expansion speed in the presence of
significant swirl increases about 30% higher than that with no
swirl during the combustion process.

4. It is found that the swirl ratio during the combustion process
remains nearly constant due to the small friction loss during the
combustion process.

Appendix

Flame Propagation Behavior in a Spark Ignition Engine
Figs. 9, 10, and 11 are the Appendix.

Fig. 8 Estimated flame expansion speed and swirl ratio deter-
mined from flame images
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Fig. 9
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Fig. 10
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Knocking Cylinder Pressure Data
Characteristics in a Spark-Ignition
Engine
An experimental study of the knock initiation and development period was conducted in a
single-cylinder research engine. Cylinder pressure was recorded at two locations in the
combustion chamber using a high sampling frequency, thus allowing the identification of
spatial and temporal pressure characteristics introduced by knock. It was found that
substantial local pressure differences exist inside the chamber during the initiation of
autoignition. In most cases, knock-induced pressure waves are of acoustic nature, but they
can become weak shock waves in heavily knocking cycles. Waves appear first in the
pressure trace of the transducer closer to the site of autoignition, and are subsequently
detected by the other transducer. The results show evidence of multiple sites of autoigni-
tion, and indicate changes in the nature and the direction of propagation of pressure
waves. Cylinder pressure signals sampled at locations closer to the center of the chamber
show significantly smaller amplitude of pressure fluctuation, making them more suitable
for further mathematical processing.@DOI: 10.1115/1.1560709#

Introduction
The autoignition of the end-gas mixture during knocking opera-

tion causes a local pressure increase in the combustion chamber,
leading to the creation of traveling pressure waves. As the waves
reflect at the walls of the chamber, they combine and form sta-
tionary pressure waves, i.e., the combustion chamber cavity is set
into resonance. Metallic parts in the engine structure, e.g., the
valve train, may also be set into resonance, causing the character-
istic ‘‘ringing’’ noise associated with knock.

Cylinder pressure, a signature of the combustion process, thus
acquires time-dependent spatial characteristics. The initial pres-
sure disturbance induced by the onset of autoignition is not felt at
other points in the chamber until the created pressure waves reach
those locations. Once resonance sets in the chamber, the local
pressure variation depends on the predominant resonant mode,
the frequency of which also decides the time variation at each
location.

Drapper@1# presented a theoretical estimation of the resonant
mode frequencies in the cylinder cavity based on the analytical
solution of the wave equation. The wavelengths of resonant
modes, as high as the combined second azimuthal, second radial
and second axial mode~2,2,2!, were presented as ratios of the
cylinder radius. This very early work provides a solid fundamental
understanding of the different resonant modal shapes. Another,
comprehensive presentation of the modal shapes in a cylindrical
cavity is given by Zucrow and Hoffman@2#.

While cylinder pressure is known to vary spatially upon autoi-
gnition, its knocking characteristics have not been studied exten-
sively in the literature. A number of former studies presented cyl-
inder pressure data at different locations in the chamber, without
paying attention to the detailed differences in the pressure signal,
especially those during the knock initiation period,@3–5#. More
recently, Stiebels et al.@6# presented high-speed photographs of
the end-gas zone along with cylinder pressure data at two loca-
tions in the chamber. While the study provided excellent insight
into the initiation of knock and the flame propagation patterns
during autoignition, it did not examine in detail the characteristics

of the cylinder pressure. Finally, a study by Brunt et al.@7# dealt
entirely with the pressure signal during knock. The study em-
ployed four transducers in the combustion chamber and compared
their signals in both the time and frequency domain. Conclusions
were drawn regarding the effect of position and method of mount-
ing of the probes on the knock index and the frequency of the
recorded pressure oscillations. However, the characteristics of
the knock initiation period were not explored in the study of
Brunt et al.

Cylinder pressure is the most important classical diagnostic in
engine studies, providing information on the burn rate and the
overall engine performance. In knock studies in particular, cylin-
der pressure also provides measures of knock intensity. Such
knock indicators include the amplitude of the pressure fluctuation,
the rate of pressure rise, the third derivative of pressure, the burn
duration, and the rate of change of net heat release rate,@8#.

The objective of the present study is to develop an improved
understanding of the phenomena occurring during the knock ini-
tiation and development period through the detailed study of cyl-
inder pressure characteristics. A series of cylinder pressure data
was simultaneously recorded at two chamber locations under
heavy knocking conditions. Through this approach, the effects of
sampling frequency and pressure transducer location on the re-
corded signal were investigated first. Subsequently, the spatial and
temporal pressure differences introduced by knock were analyzed,
thus shedding light into the nature of pressure waves upon autoi-
gnition. Furthermore, the study provides useful guidelines con-
cerning the optimum placement of the pressure transducer to fa-
cilitate further mathematical processing of its signal, such as for
computing rates of heat release and derivative-based knock
indicators.

Experimental Setup and Method
A single-cylinder R52 Mitsubishi research engine in its ex-

tended piston configuration was used in this study. The engine is a
four-valve, overhead camshaft, port-injected unit with a fuel in-
jector in each intake port. The compression ratio is 9.78; the bore
is 85 mm and the stroke is 88 mm yielding a displacement of 499
cc. Certain design features of the engine make it a very versatile
research tool for studying knock. Three spark-plug ports are avail-
able, thereby allowing single or dual spark-plug operation. In
single spark operation, the spark may be placed either centrally or
on the side of the combustion chamber, with side spark operation
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being more susceptible to knock. The spark-plug ports can also be
used as pressure transducer ports. Furthermore, the cylinder head
has three separate cooling galleries, allowing independent control
of the coolant temperature in each gallery. Finally, the extended
piston configuration facilitates the measurement of piston surface
temperatures using a mechanical linkage to route thermocouple
wires. A detailed description of the engine setup is given by
Syrimis et al.@9#.

Data were taken with two different engine configurations, each
placing the spark-plug at a different position while being instru-
mented with two flush-mounted AVL Q500ca pressure transduc-
ers. Specifically, the first configuration placed the spark-plug at
the center and the two transducers at the front and rear of the
combustion chamber, as shown in Fig. 1~top!. The second con-
figuration had the spark-plug at the rear and the transducers at the
center and the front of the chamber, Fig. 1~bottom!. The engine
was run under a stoichiometric~14.6! air-fuel ratio, at a speed of
1000 rpm and a load corresponding to 75% volumetric efficiency.
Heavy knock was obtained by advancing the spark 8° and 12°
beyond the onset of trace knock for the center and rear spark-plug
cases, respectively. These spark timings corresponded to 24 crank
angle degrees before top dead center in both cases.

A single pressure signal was recorded first, using three sam-
pling frequencies, namely 25, 50, and 100 kHz. For the test engine
speed, the three sampling rates correspond to resolutions of ap-
proximately 1/4, 1/8, and 1/16 crank angle degree. The exact reso-
lution is slightly higher, i.e., 24 kHz corresponds exactly to 1/4
crank angle degree resolution. Subsequently, data from both trans-
ducers were taken at 100 kHz to provide the highest possible
spectral resolution.

An HP3852A data acquisition system with three high-speed 13-
bit voltmeters~HP44702B! was used in this study. In the initial
stage of this investigation, the buffer size of the high-speed volt-
meters limited the number of cycles that could be recorded at 100
kHz to just 5. Later on, however, it became possible to circumvent
this difficulty and record an unlimited number of cycles.

Results

Sampling Frequency Effects. Pressure signals recorded at
three different sampling frequencies for a heavy and a light
knocking cycle are shown in Fig. 2. The difference in knock in-
tensity of the cycles is a result of the cyclic variability associated
with knocking operation. In the heavy knocking cycle~Fig. 2,
top!, the 50 and 100 kHz signals are very similar, while the 25
kHz signal is quite different from the other two. The local peaks in
the 25 kHz signal appear after the peaks in the other two signals,
and they tend to be lower in magnitude. These effects are a result
of ‘‘aliasing,’’ i.e., the existence of high frequency components in
the signal which cannot be resolved with the 25 kHz sampling
frequency,@10#. Unresolved components have frequencies higher
than 12.5 kHz, the Nyquist frequency. The presence of the higher
frequency components is obvious in the 50 and 100 kHz signals,
where one identifies local peaks between the peaks of the domi-
nant pressure oscillations.

However, in less heavily knocking cycles such as the one
shown in Fig. 2~bottom!, using a higher than necessary sampling
frequency introduces digitization noise, and thus deteriorates the
quality of the signal. As the rate of pressure change is low, when
the increase between successive data points is lower than the reso-
lution of the analog-to-digital converter~approximately 7 kPa in
our case!, flat regions are produced in the digitized signal. Con-
sequently, a lower sampling frequency produces a more physical
representation of the pressure variation, in such light knocking
cycles, even though it is susceptible to aliasing. Higher frequency
components are still present in the signal, although at a much
lesser extent than at heavy knock, as it can be seen on the 50 kHz

Fig. 1 Engine configurations used; center spark-plug, front
and rear pressure transducers „top … and rear spark-plug, front
and center pressure transducers „bottom …

Fig. 2 Sampling frequency effects on recorded cylinder pres-
sure for a heavy „top … and a light „bottom … knocking cycle. Rear
spark, front transducer, 1000 rpm, 24° spark advance „trace
knock ¿8°….
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signal. In our more general study, it has been observed that the
higher frequency modes tend to get excited at heavier knock
intensities.

Given the inherent variability of knock, i.e., the succession of
cycles with different knock intensity, one has to compromise on
the selection of sampling frequency. Based on the observations
made on the two cycles of Fig. 2, a sampling frequency of at least
50 kHz is necessary in order to retain the high frequency charac-
teristics of the signal during both heavy and light knock.

Transducer Location Effects. Since knock sets the combus-
tion chamber in resonance, the magnitude of the recorded pressure
fluctuations depends on the location of the pressure transducer. A
transducer located at a point where a pressure node exists will
indicate a smaller amplitude of fluctuations than a transducer lo-
cated further away from the pressure node, at all knock intensities.
However, for the same reason, a cylinder pressure signal recorded
at a nodal location will require considerably less smoothing and
filtering prior to further mathematical processing. Consequently,
the accuracy of quantitative results obtained from further numeri-
cal analysis of such pressure signals, e.g., instantaneous net heat
release and burn rates, can be significantly improved.

Fluctuations are superimposed on the cylinder pressure trace
once resonance occurs in the chamber following autoignition~see
also following section!, and thus do not affect instantaneous heat
release rate at the onset of autoignition. Any possible effect on
heat release will occur late in the combustion process, and it will
be due to increased heat loss by convection due to the oscillating
gas molecules. It has to be mentioned, however, that any such
effect will be considerably less significant than the effect of
autoignition-induced flame fronts passing over the surface and
destroying the protective boundary layer,@9#.

To assess the transducer location effects, data were taken for
both engine configurations shown in Fig. 1. A sampling frequency
of 100 kHz was used to obtain the highest possible resolution.
Figure 3 shows the recorded pressure traces for a heavy knocking
cycle in each of the two cases examined. In the center spark-plug
case~Fig. 3, top!, resonance sets in the chamber shortly after the
onset of autoignition, thus causing the pressure at each location to
fluctuate. There is a phase difference of 180 deg between the
pressure signals at the two locations, indicating that the transduc-
ers are located at different phase regions of the resonant mode.
The amplitude of the fluctuations is very closely the same at each
location. As the transducers are placed symmetrically about the
axis of the cylinder, it is expected that a pressure node exists
between the transducers.

In the rear spark-plug case, Fig. 3~bottom!, the pressure signal
at the center of the chamber shows very small pressure fluctua-
tions, while the front transducer shows significant fluctuations.
The small magnitude of fluctuations indicates that a pressure node
exists in the vicinity of the center transducer. The fluctuations in
the signal of the center transducer have a higher frequency, ap-
proximately twice the frequency of the fluctuations at the front
transducer. While the signal from the center transducer may not
provide accurate knock intensity indices based on the amplitude
of pressure fluctuations, it would be preferred for heat release
analysis; in the latter, differentiation of a fluctuating cylinder pres-
sure introduces numerical noise. Calculated values for net heat
release rate, amount burnt by autoignition, and total amount burnt
will be more accurate than corresponding values calculated from a
highly fluctuating signal. The less fluctuating signal of the center
transducer will also provide more accurate pressure derivative-
based knock indices. Such indices are the third derivative index,
suggested by Checkel and Dale@11#, and the minimum rate of net
heat release rate suggested by Ando et al.@12#.

Calculation of the energy spectra of the two signals reveals the
frequency of the resonant modes established in the chamber. The
spectra of the front and rear transducers are quite similar, see Fig.
4 ~top!. Two modes are clearly identified in both signals, and are
marked by arrows in Fig. 4, the first at 6.5 kHz and the other at

11.5 kHz. A series of higher frequency modes exist in both sig-
nals. On the other hand, in the rear spark-plug engine configura-
tion, the spectra of the transducers show very distinct differences,
Fig. 4 ~bottom!. While the signal from the front transducer shows
again the two modes, at 6.5 kHz and 11.5 kHz, the signal of the
center transducer shows only one mode at 11.5 kHz. The absence
of the first mode from the spectrum of the center pressure trace is
simply caused by the fact that the transducer is located at the
pressure node of that particular mode. The mode is indeed excited,
as proven by the power spectrum of the front transducer. The
excitation of a particular mode depends on the position of the
excitation force, in this case the location of the autoignition site,
and on the coupling mechanisms transferring energy between the
modes,@13#.

Assuming a speed of sound of 900 m/s in the chamber~based
on 2000 K temperature and air properties! and using theoretical
estimations of the frequencies of the resonant modes of a cylinder,
@1#, the 6.5 kHz mode corresponds to the first azimuthal~circum-
ferential! resonant mode of the chamber. In this mode, there is a
single pressure node containing one diameter and extending along
the axis of symmetry of the cylinder. The 11.5 kHz mode is found
to be the second azimuthal mode, with pressure nodes existing
along two diameters of the cylinder. The actual frequencies of the
two modes based on the analysis of Drapper@1# are 6.2 and 10.1
kHz, respectively. Such discrepancies between theoretical esti-
mates and experimental values have also been reported by Puz-
inauskas@8# and Brunt et al.@7#. The differences are expected as
Drapper @1# derived his analytical relationship for a simplified
geometry, e.g., cylindrical combustion chamber. Identification of

Fig. 3 Pressure transducer signals at different locations of the
combustion chamber. Center spark, front and rear transducers
„top …; rear spark, center and front transducers „bottom ….
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the higher frequency modes exhibited in the energy spectra of the
transducers requires more detailed modal analysis which is be-
yond the scope of the current work.

Characteristics of the Knock Initiation Process. Cycles in
which specific characteristics appear during the knock initiation
period will now be presented for the center spark-plug test. In
cycle 1, Fig. 5~top!, the wave caused by autoignition appears first
in the rear transducer signal. The wave does not appear in the
front transducer until 80ms ~eight data points! later. The appear-
ance of the wave in each signal is shown by the vertical arrows in
Fig. 5 ~top!. Shifting the front pressure trace so that the first peaks
coincide, Fig. 5~bottom!, indicates that the same pattern exists in
both signals. The wave is reflected on the sides of the pent-roof
chamber twice before resonance is reached. The amplitude of the
wave is lower in the front pressure trace than in the rear one, due
to energy dissipation occurring as the wave travels towards the
front transducer.

Assuming a speed of sound of 900 m/s, the above mentioned 80
ms difference corresponds to a traveled distance of 72 mm. It is
thus deduced that the distance between the autoignition site and
the rear transducer is 72 mm shorter than the corresponding dis-
tance to the front transducer. Taking into account that the bore
diameter is 85 mm, it is concluded that the autoignition location
must be very close to the rear probe.

Before the initiation of knock, some low amplitude fluctuation
exists in the pressure trace of the front transducer, shown by the
horizontal arrow in Fig. 5~top!. This must be caused by the nor-
mal flame propagation, showing that the flame propagates towards

the front of the chamber first. The fluctuation is absent from the
rear trace as it becomes undetectable in the presence of the much
stronger autoignition wave. The suggested relation between the
initial fluctuation in the front trace and the direction of flame
propagation agrees with the fact that autoignition occurs near the
rear transducer. The possibility that the weak fluctuation on the
front pressure trace was caused by factors other than the primary
flame front has to be discounted. The authors’ experience with the
experimental setup has shown the pressure signal to be free from
electrical interference and flame-induced ion currents. Interfer-
ence was only observed during fuel injection, valve events, and at
spark timing.

In cycle 3, the pressure wave appears on the rear transducer first
and about 40ms later on the front transducer, see Fig. 6~top!. The
amplitude of the wave at the front transducer is higher than the
initial wave seen at the rear probe, indicating that additional mix-
ture autoignites as the wave travels towards the front transducer.
Indeed this is supported by the appearance of another wave of
even higher amplitude in the trace of the front transducer, shown
by the arrow, immediately after the appearance of the first wave.
Following the creation of the wave, there is a substantial pressure
decrease in the proximity of the probe as the wave moves away
from the transducer~rarefaction effect!. At the other end, pressure
increases rapidly and reaches a local maximum 50ms later. These
observations indicate that multiple sites of autoignition occur dur-
ing knocking combustion. This has been shown in the study of
Stiebels et al.@6#.

Cycle 5, shown in Fig. 6~bottom!, knocks severely. Following
a weak autoignition, evidenced by pressure fluctuation at the front
transducer, an extremely violent autoignition occurs near the rear

Fig. 4 Comparison of the energy spectra for a heavily knock-
ing cycle recorded simultaneously by two pressure transduc-
ers at 100 kHz sampling frequency, 1000 rpm. „Top … front and
rear transducers, center spark, 24° spark advance „trace knock
¿12°…; „Bottom … front and center transducers, rear spark, 24°
spark advance „trace knock ¿8°….

Fig. 5 Pressure traces from the front and rear transducers for
cycle 1 „top … showing the knock initiation and propagation of
the pressure waves in the chamber. Matching of the first peak
in the two traces „bottom … shows that the initial fluctuations in
each trace are caused by the same pressure wave. Center
spark, 1000 rpm, 24° spark advance „trace knock ¿12°….
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transducer causing a pressure increase of 800 kPa. The initial
stage of the second autoignition is felt first at the front transducer,
where the pressure starts rising earlier than at the rear. However,
once the violent autoignition occurs, additional mixture is rapidly
consumed in the end-gas zone, thus causing the pressure at the
rear transducer to increase to 800 kPa within 40ms. On the other
hand, pressure at the front transducer remains momentarily con-
stant before it rises rapidly, following the trend of the reflected
waves at the rear transducer.

The period of approximately constant pressure at the front
transducer is caused by the combination of two reasons. First, the
rapid advancement of autoignition towards the rear where addi-
tional unburned mixture exists causes a rarefaction wave~decreas-
ing pressure! moving towards the front transducer. The superpo-
sition of the rarefraction wave with the reflected pressure wave
caused by the initial stages of autoignition maintains pressure
temporarily constant at the transducer. Secondly, given the evi-
dence of multiple autoignitions, the combination of the rarefaction
wave with a pressure wave originating from another autoignition
site causes pressure to remain constant near the front transducer.

Summarizing, it can be said that the violent autoignition is
caused by multicentered autoignitions. It is initially sensed by
both transducers, and then directionally propagates towards the
rear. There is thus evidence of multiple autoignitions causing di-
rectional wave propagation. The pressure traces of cycle 5 are
very similar to the ones shown in Fig. 13 of Stiebels et al.@6#. In
their figure, evidence of a second autoignition was proven by
high-speed photographs showing luminescence intensity differ-
ences in the flame. The aforementioned study was carried at sub-

stantially heavier knock severity levels. In the particular cycle, the
amplitude of pressure fluctuations was 10 bars, while the violent
autoignition caused a 40 bar pressure increase.

Specific cycles for the rear spark-plug test are presented next.
As has been shown in Fig. 3~bottom! in this configuration, pres-
sure fluctuations due to autoignition arise in the trace of the front
transducer, but are almost absent from the trace of the center
transducer. The pressure traces of cycles 2 and 4 are compared
against each other in Fig. 7. Both the front and the center trans-
ducer signals for the two cycles are seen to be similar. The front
transducer signals~Fig. 7, top! are almost identical, showing very
closely the same timing of autoignition. The initial pressure fluc-
tuations, immediately following autoignition, exist in the same
number in both traces, proving that they are indeed caused by
reflections of the initial wave on the walls. The center transducer
traces, Fig. 7~bottom!, are also quite similar. The initial pressure
rise caused by autoignition appears very clearly in the trace of the
center transducer; however, evidence of pressure wave reflections
does not exist.

Summary and Conclusions
An experimental study of the knock initiation and development

period was conducted in a single-cylinder engine. The approach
was based on simultaneously acquiring cylinder pressure data at
two locations in the combustion chamber using a high sampling
frequency, thus allowing the identification of spatial and temporal
pressure characteristics introduced by autoignition. Two different
transducer configurations were used. First, transducers were
placed at the front and rear of the combustion chamber, and sec-

Fig. 6 Pressure traces from the front and rear transducers for
cycle 3 „top … and cycle 5 „bottom …. The increased amplitude of
the initial pressure fluctuation in the second transducer-front
transducer „top … and the rear transducer „bottom …, indicates
multiple sites of autoignition. Center spark, 1000 rpm, 24° spark
advance „trace knock ¿12°….

Fig. 7 Pressure traces from the front „top … and center „bottom …

transducer for two cycles. Rear spark, 1000 rpm, 24° spark ad-
vance „trace knock ¿8°….

498 Õ Vol. 125, APRIL 2003 Transactions of the ASME

Downloaded 02 Jun 2010 to 171.66.16.95. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



ondly at the front and the center of the chamber. Concerning the
effects of transducer location and sampling frequency on the re-
corded signal, our conclusions are as follows.

• The location of the pressure transducer greatly affects the
recorded pressure signal during knocking operation. During the
initiation process, a transducer located far from the initiation re-
gion may not record the initial pressure disturbances. A transducer
located at a pressure node of the resonant pattern, e.g., the center
of the combustion chamber, records a much smaller amplitude of
pressure fluctuations than the one recorded at locations close to
the periphery.

• The cylinder pressure signal recorded at a pressure node of
the resonant pattern will require less filtering and will provide
more accurate net heat release analysis results. However, such a
signal will also show a lower absolute value of knock intensity
based on the amplitude of pressure fluctuations.

• A high sampling frequency~at least 50 kHz! is needed in the
study of the knock initiation process in order to accurately capture
the high frequency events occurring in the cylinder. Note, how-
ever, that using a higher than necessary sampling frequency intro-
duces digitization error in light knocking cycles, and thus deterio-
rates the quality of the signal.

It can be concluded that a sufficiently high sampling frequency
combined with the use of two transducers in the combustion
chamber can provide valuable information on the knock initiation
process. Such pieces of information include the approximate lo-
cation of autoignition, the traveling speed and the direction of
propagation of the waves, and the pressure ratio across them.
More specifically, our work has shown the following:

• Normal flame propagation causes weak pressure waves which
can only be detected by the pressure trace of a transducer close
enough to their source. Such weak waves remain undetected in the
presence of stronger fluctuations.

• The autoignition of the end-gas mixture causes substantial
local pressure differences in the combustion chamber, leading to
the creation of traveling pressure waves. In most cases, knock-
induced pressure waves are of acoustic nature, and thus propagate
in all directions inside the chamber.

• Multiple autoignitions in heavily knocking cycles cause pres-
sure waves exhibiting directional propagation in the chamber. Di-
rectional properties arise from the combination of induced waves
from different sites, but also from the combination between in-
duced and reflected waves.

• Frequency analysis of recorded pressure data can provide the
frequencies of the resonant modes of the chamber. The calculated
frequencies for the first two resonant modes agree quite well with
theoretically estimated frequencies.

Acknowledgments
This work was carried out at the Mechanical Engineering De-

partment, University of Illinois at Urbana-Champaign and was
supported by a grant from the Mitsubishi Motors Corporation. The
contributions of Profs. Robert White, Lester Savage, and Alex-
ander Vakakis of the University of Illinois and Mr. Kei Shigahara
of the Mitsubishi Motors Corporation are greatly appreciated. The
comments of an anonymous reviewer are also appreciated.

References
@1# Drapper, C. S., 1938, ‘‘Pressure Waves Accompanying Detonation in the In-

ternal Combustion Engine,’’ J. Aeronaut. Sci.,5~6!, pp. 219–226.
@2# Zucrow, M. J., and Hoffman, J. D., 1976,Gas Dynamics, 2, John Wiley and

Sons, New York, pp. 69–111.
@3# Lee, W., and Schaefer, H. J., 1983, ‘‘Analysis of Local Pressures, Surface

Temperatures and Engine Damages under Knock Conditions,’’ SAE Paper No.
830508.

@4# Konig, G., and Sheppard, C. G. W., 1990, ‘‘End Gas Autoignition and Knock
in a Spark Ignition Engine,’’ SAE Paper No. 902135.

@5# Konig, G., Maly, R. R., Bradley, D., Lau, A. K. C., and Sheppard, C. W., 1990,
‘‘Role of Exothermic Centers on Knock Initiation and Damage,’’ SAE Paper
No. 902136.

@6# Stiebels, B., Schreiber, M., and Sadat Sakak, A., 1996, ‘‘Development of a
New Measurement Technique for the Investigation of End-Gas Autoignition
and Engine Knock,’’ SAE Paper No. 960827.

@7# Brunt, M. F. J., Pond, C. R., and Biundo, J., 1998, ‘‘Gasoline Engine Knock
Analysis Using Cylinder Pressure Data,’’ SAE Paper No. 980896.

@8# Puzinauskas, 1992, ‘‘Examination of Methods Used to Characterize Engine
Knock,’’ SAE Paper No. 920808.

@9# Syrimis, M., Shigahara, K., and Assanis, D. N., 1996, ‘‘Correlation Between
Knock Intensity and Heat Transfer Under Light and Heavy Knocking Condi-
tions,’’ SAE Paper No. 960495.

@10# Bendat, J. S., and Piersol, A. G., 1986,Random Data Analysis and Measure-
ment Procedures, 2nd Ed., John Wiley and Sons, New York.

@11# Checkel, M., and Dale, J., 1986, ‘‘Computerized Knock Detection from En-
gine Pressure Records,’’ SAE Paper No. 860028.

@12# Ando, H., Takemura, J., and Koujina, E., 1989, ‘‘A Knock Anticipating Strat-
egy Based on the Real-Time Combustion Mode Analysis,’’ SAE Paper No.
890882.

@13# Meirovitch, L., 1976,Elements of Vibration Analysis, McGraw-Hill, New
York.

Journal of Engineering for Gas Turbines and Power APRIL 2003, Vol. 125 Õ 499

Downloaded 02 Jun 2010 to 171.66.16.95. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



A. A. Attar

G. A. Karim1

e-mail: karim@enme.ucalgary.ca

Department of Mechanical and Manufacturing
Engineering,

University of Calgary,
Calgary T2N 1N4, Canada

Knock Rating of Gaseous Fuels
The knock tendency in spark ignition engines of binary mixtures of hydrogen, ethane,
propane and n-butane is examined in a CFR engine for a range of mixture composition,
compression ratio, spark timing, and equivalence ratio. It is shown that changes in the
knock characteristics of binary mixtures of hydrogen with methane are sufficiently differ-
ent from those of the binary mixtures of the other gaseous fuels with methane that renders
the use of the methane number of limited utility. However, binary mixtures of n-butane
with methane may offer a better alternative. Small changes in the concentration of butane
produce almost linearly significant changes in both the values of the knock limited com-
pression ratio for fixed spark timing and the knock limited spark timing for a fixed
compression ratio.@DOI: 10.1115/1.1560707#

Introduction
Knock in spark ignition engines is an acknowledged barrier to

the further improvement of efficiency, increased power, and the
use of a wider range of fuels. The onset of knock, which is caused
mainly by the autoignition of the unburned mixture in the end gas
region of the charge, involves exceedingly rapid rates of combus-
tion of the fuel-air mixture, increased heat transfer to the cylinder
walls, excessively high cylinder pressure and temperature levels,
and increased emissions which may lead to undesirable engine
performance and the potential damage to engine components.

One of the most important factors in the consideration of knock
is the resistance of the fuel to the incidence of knock. The terms
knock limit and knock ratingneed to refer to a specialized and
closely defined operating conditions. Over the years, a number of
approaches have been established for the rating of gaseous fuels
such as through the use of theoctane numberand themethane
number~Ryan et al.,@1#, Leiker et al.,@2#, and Schaub and Hub-
bard @3#!. These have their limitations~Klimstra et al. @4#, and
Kubesh et al.@5#! and there is still room for developing improved
procedures for the knock rating of gaseous fuels in different en-
gines and various operating and design conditions.

The present contribution examines experimentally the incidence
of knock for binary mixtures of hydrogen, ethane, propane, and
n-butane with methane in the CFR standard variable compression
ratio spark ignited, research engine. It is suggested that n-butane
and methane can be used as primary fuels for the knock rating of
gaseous fuels instead of the use of other fuel combinations includ-
ing the use of hydrogen and methane in the methane number.

Background
The octane number~ON!, which uses iso-octane~2,2,4,trim-

ethyl pentane! and n-heptane as the reference fuels and as defined
by the ASTM procedure is primarily for the knock rating of liquid
fuels. A lesser-known method for the rating of gaseous fuels is via
the use of methane number~MN! ~Lieker et al., @2#!, which is
based correspondingly on methane and hydrogen as reference fu-
els. A ‘‘100 MN’’ is given for pure methane and ‘‘zero MN’’ for
pure hydrogen. A methane number is assigned to a gaseous fuel on
the basis of the percentage by volume of methane in a blend of
hydrogen and methane that exactly matches the knock intensity
when using the fuel under a specified set of operating conditions
in the test engine. Similarly a butane number~BN! ~Ryan et al.
@1#! was suggested to be based on a blend of methane and
n-butane with pure methane assigned a value of zero while

n-butane a value of 100. Khalil and Karim@6#, while using mod-
eling methods suggested apropane equivalentfor evaluating the
knocking tendencies of natural gases. They assigned for the com-
ponents of natural gas that are higher than butane an equivalent
concentration of propane such that the modified and reduced in
number of components, gas mixture had a similar knocking ten-
dency as the original fuel under the same operating conditions.

Table 1 is a listing of the corresponding rating according to
these differing methods for the common C1 to C4 normal paraf-
fins, which make up most of natural gases and establish the com-
bustion characteristics of a natural gas.

Leiker et al. @2# determined the methane number experimen-
tally for a range of gaseous fuel mixtures and provided a correla-
tion to predict the methane number of a gaseous fuel from a
knowledge of its composition. Ryan et al.@1# examined different
knock rating methods and found a linear relationship between the
octane and methane numbers. They suggested that the ‘‘methane
number appears to be the best choice for rating the knock sensi-
tivity of natural gases.’’ However, their spark timing was kept
fixed and their results were based on the critical compression ratio
for the knock limit. Their test conditions are listed in Table 2 for
a naturally aspirated CFR engine. An approximately linear rela-
tionship was also found between the methane number and the
compression ratio for the specified test procedure.

An alternative knock rating procedure employs a variable spark
timing and presents the results on the basis of either theknock
limited spark timing~KLST! for each compression ratio~Annand
and Sulaiman@7#! or theknock limited compression ratio~KLCR!
for a preset variable spark timing as a function of compression
ratio, just as in the octane number rating method~Karim and Klat
@8#!. These procedures can be viewed to be closer to real engine
operating conditions, chosen usually to obtain maximum power.

The problem remains that there are so many design and oper-
ating variables affecting the incidence of knock in an engine op-
erating on a specific fuel. Conventional approaches proposed so
far for knock rating do not give a reliable and universal classifi-
cation of the knocking tendencies of gaseous fuels under practical
operating conditions. Accordingly, this contributes to make ex-
perimental results from knock testing investigations somewhat
confusing and producing sometimes conflicting statements.

Experimental Procedure
A number of approaches have been used to detect the onset of

knock in spark ignition engines. In the present work, the incidence
of knock was established directly from the observation of the
cylinder pressure variations with time while using a flush mounted
pressure transducer. The onset of knock, such as when the spark
timing was advanced or the compression ratio increased from a
knock-free setting could be identified by the appearance of high-
frequency pressure oscillations near the beginning of the expan-
sion stroke. These pressure oscillations would appear first in only
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a small proportion of cycles. Increasing for example the compres-
sion ratio or the spark advance would increase the proportion of
knocking cycles and the intensity of oscillations. In the present
work, the knock boundary of operating conditions was taken when
clearly perceptible pressure oscillations can be seen in 10 to 20%
of the cycles. Once knock was detected the variations of the pres-
sure with crank angle for 100 consecutive cycles were recorded by
a data acquisition and computer system to confirm and record the
condition for the knock limit with good accuracy.

The testing approach used in the present investigation, while
using the CFR research variable compression ratio engine and
fixed operating conditions, was based on employing a variable
spark timing to establish the knock-free limit. Two constant values
of compression ratio~8.5 and 11:1! and of equivalence ratio~0.80
and 1.00! were used. Once the required fuel composition and
equivalence ratio were set, the spark timing was varied gradually
up to the point of the onset of border line knock, established on
the basis of the pressure-time records. Thus, the results can be
presented in terms ofknock limited spark timingfor binary mix-
tures of the fuels, hydrogen, ethane, propane, and n-butane with
methane, usually against the volumetric concentration of the gas-
eous fuel additive in the fuel mixture. This approach, which has
been employed in the past by others~e.g. Annand and Sulaiman,
@7#! tends to represent one of the operational procedures that is
normally followed in practice to get out of a knocking condition
in engines. However, mainly to compare our results with those of
Leiker et al.@2#, and those of Ryan et al.@1#, some additional tests
were carried out in the same engine at a fixed spark timing, as
listed in Table 2, for two equivalence ratios of 0.80 and 1.00.

Knock Limited Spark Timing „KLST …

The variations of the knock limited spark timing~KLST! with
the volumetric concentration of hydrogen, ethane, propane, and
n-butane in binary mixtures with methane for two compression
ratios and equivalence ratios of 0.80 and 1.00, are shown in Fig-
ures 1–4. The KLST decreases almost linearly with the volumet-
ric concentration of hydrogen in the mixture, but begins to drop
more significantly when the concentration of hydrogen increases
beyond approximately 80%. This linear trend is a reflection of the
nearly linear reduction of the combustion duration, while affecting
the reactivity of the end gas mixture only little with increasing the
hydrogen concentration in the mixture~Attar @9#!. Values of the
combustion duration are derived using the corresponding
pressure-time records, as described by Bade Shrestha and Karim
@10#. This is shown typically in Fig. 5. The change in equivalence
ratio shown affects the KLST only little, especially for the higher
compression ratio of 11:1. Retarding the spark timing somewhat
towards the TDC position to avoid knock, increases the charge
temperature during flame initiation and its subsequent propagation
and speeds up the reactivity of the fuel mixture when it contains
high concentrations of hydrogen. This produces a rapid drop in the

KLST value. Excessive retardation of the spark timing beyond the
TDC position will result in a substantial drop in power output.

The effect of changes in equivalence ratio on the KLST tends to
become somewhat larger as the concentrations of ethane, propane,
and butane increase in their binary mixtures with methane. There

Table 1 Knock Rating of C1 to C4 Normal Paraffins †1‡

Gas Motor ON MN BN

CH4 122 100 0.0
C2 H6 101 44 7.5
C3 H8 97 34 10
C5 H10 89 10 100

Table 2 CFR ÕRDH Engine Operating Conditions for Methane
Number Rating

Equivalence ratio 1.0
Speed 900 rev/min
Spark timing 15° BTDC
Intake temperature 21°C

Fig. 1 Variation of the KLST with volumetric concentration
of additive to methane at 900 rpm, CR Ä8.5:1, wÄ0.80, 87 kPa,
and 27°C

Fig. 2 Variation of the KLST with volumetric concentration
of additive to methane at 900 rpm, CR Ä11:1, wÄ0.80, 87 kPa
and 27°C

Fig. 3 Variation of the KLST with vol. concentration of additive
to methane at 900 rpm, wÄ1.0, CRÄ8.5:1, 87 kPa and 27°C
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is an associated increase in the energy content of the mixture with
increasing the concentration of these additive fuels, which pro-
duces higher temperature and pressure levels in the end gas. This
is more pronounced for butane-methane mixtures. The figures
show that increasing the extent of addition of ethane, propane and
butane to the methane decreases the KLST throughout with its
rate of drop decreasing as the concentration of the additive fuel is
decreased except for hydrogen. This can be the result of the re-
duction of the effective polytropic index for compression in a
fixed compression ratio engine, as the concentration of ethane,
propane or butane increases in the mixture. Figure 6 shows the
variation in the calculated value of the index with changes in the
volumetric concentration of the fuel additive to methane in a sto-
ichiometric methane-fuel additive fuel mixture in air. The drop in
the value of the index with increased volumetric fraction of the
additive fuel in the mixture results in a corresponding decrease in
the average charge temperature at TDC, for a constant compres-
sion ratio and fixed intake conditions. In view of the exponential
dependence of the reaction rate on temperature, this will slow
down the autoignition reaction rates of the end gas and reduces
the tendency to knock and its intensity. The associated relative
reduction in the flame propagation rate is significantly less. In the

case of hydrogen-methane mixtures, the charge temperature in-
creases little due to the increase in the value of the corresponding
effective polytropic index.

Under the same operating conditions, ethane addition to meth-
ane requires the most advance in KLST, while that for butane
addition requires the least. The KLST for propane containing mix-
tures is less than that of the ethane mixtures but higher than that
for hydrogen mixtures. The KLST for ethane and propane has the
least sensitivity to their volumetric concentration in the fuel mix-
ture. Changes in the composition of blends of hydrogen with
methane showed no strong effect on the KLST, especially for the
higher value compression ratio. Changes in the concentration of
butane in butane-methane mixtures have a significant influence on
the KLST throughout and can distinguish the knock intensity of
the engine for the whole range of butane concentration in the
mixture. This can indicate that butane-methane mixtures can pro-
vide a more sensitive indication of the knock rating of an un-
known gaseous fuel mixture and may be considered as a good
choice as reference fuel mixtures when compared to the other fuel
mixture combinations examined.

Knock Limited Compression Ratio at Constant Mean
Temperature at Top Dead Center„TDC…

An idealized procedure for comparing the reactivity of gaseous
fuels in relation to the onset of knock may be considered under
essentially similar effective temperature level during the flame
propagation period. To have the value of the compression ratio
kept constant while changing the fuel composition would not pro-
vide such a constant temperature condition. An alternative ap-
proach to the comparative testing of gaseous fuels in a variable
compression ratio engine, such as the CFR, can be suggested. The
value of the compression ratio can be suitably changed so as to
retain the same mean temperature at top dead center~TDC! for all
the fuel mixtures to be tested. The required compression ratio then
will be given by the following relationship:

TTDC/To5CRm
g215CRref

g ref21 (1)

whereg5Cp/Cv and CR is the compression ratio.To and Ttdc
are the initial and the mean temperature at the end of compression,
respectively. Subscriptm stands for the fuel-air mixture, while ref
stands for the methane-air mixture at the same equivalence ratio.

This observation highlights the difficulty of comparing the re-
activity of different fuel mixtures in an engine in relation to the
onset of knock. It points to the need for a proper link up between
the thermodynamic conditions and the chemical kinetic aspects of
the charge to assess the tendency of different fuel mixtures to
knock in comparison to methane. Figure 7 shows the value of the

Fig. 4 Variation of the KLST with volumetric concentration
of additive to methane at 900 rpm, wÄ1.0, CRÄ8.5:1, 87 kPa
and 27°C

Fig. 5 Variation of the calculated combustion duration for mix-
tures of hydrogen and methane at 900 rpm, 20°BTDC, CR
Ä8.5:1, wÄ1.0, 87 kPa and 27°C. Our own experimental points
are shown

Fig. 6 Variation of effective ploytropic index with volumetric
concentration of additives in binary mixtures with methane at
900 rpm, CRÄ8.5:1, 87 kPa, and 27°C
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compression ratio needed to achieve the same mean temperature
at TDC for different fuel additions to methane in air, for two
values of compression ratios and stoichiometric mixtures. It can
be seen that in order to maintain the same temperature level, the
compression ratio needs to be adjusted increasingly upwards for
the binary mixtures of ethane, propane, and butane with methane.
For hydrogen mixtures the compression ratio needs to be reduced
relatively substantially. These trends would indicate that the reac-
tivity of a fuel mixture such as butane and methane in relation to
knock in a certain constant compression ratio engine is normally
moderated as the concentration of butane in the mixture is in-
creased. This is a consequence of lowering the mean charge tem-
perature due to the resulting changes to the thermodynamic prop-
erties of the charge. On the other hand, the corresponding reaction
activity of hydrogen-methane mixtures is enhanced by the result-
ing increase in the mean temperature.

On the basis of retaining a similar effective temperature around
the end of compression with changes in the volumetric concentra-
tion of the fuel additives to methane in binary mixtures through
appropriate changes in the compression ratio in accordance with
Eq. ~1!, the corresponding values of the KLST, as established

experimentally, are shown in Figs. 8 and 9. These values are dif-
ferent from those determined earlier for the constant compression
ratio engine case and shown in Figs. 1 to 4. Hydrogen has the
highest value of KLST because of the lower compression ratio
needed while butane-methane mixtures for example has the lowest
values, because of the higher compression ratios needed. The re-
sulting trends tend to be generally similar to those obtained at
constant compression ratio, except for hydrogen-methane mix-
tures with the reference compression ratio of 8.5:1. The KLST
then decreases with increasing the concentration of hydrogen in
the binary fuel mixture but later on increases. This trend is due to
the associated lowering of compression ratio. For blends of up to
40% ethane and propane, the KLST changes significantly with
increasing the volumetric concentration of the additive fuel in the
mixture. The spark timing is a convenient method for controlling
the intensity of knock and its incidence in engines in general. The
observed changes in KLST with changes in the composition of a
binary fuel mixture serve to indicate that such fuel combinations
can serve as a suitable basis for comparing the knock resistance
qualities of fuel mixtures. However, it can be seen that a change in
the concentration of butane in its binary mixture with methane has
the strongest and virtually a linear effect on the KLST, which
confirms them as a suitable candidate for use in the knock rating
of fuel. On the other hand, the use of hydrogen-methane mixtures
for this purpose has its complexities and thus limitations.

Knock Limited Compression Ratio „KLCR … at Constant
Spark Timing

The variation in the knock limited compression ratio~KLCR!
with the volumetric concentration of the fuel additive in a binary
mixture with methane at a fixed spark timing of 15 deg BTDC are
plotted in Figs. 10 and 11. The KLCR decreases with increasing
the concentration of the additive in its blends with methane. The
linear relationship, reported by Leiker et al.@2#, for hydrogen-
methane mixtures is shown, while ethane, propane, and butane
blends with methane did not produce a similar linear variation.
The linearity of the KLCR with hydrogen-methane mixtures is
mainly due to an almost linear variation in the associated combus-
tion period, while the corresponding relative variations in the re-
action time to autoignition tend to be relatively somewhat small.
Such a behavior is uncommon with the other fuel combinations.
The corresponding combustion period variation for mixtures of
other fuel additives with methane tends to be in comparison rela-
tively small while the corresponding variations in the autoignition
reaction time are much more substantial. For methane-butane

Fig. 7 Variation of the modified compression ratio, based on
Eq. „1… with volume concentration of additive to methane at 900
rpm, wÄ1.0, CRÄ8.5:1, and 11:1

Fig. 8 Variation of the KLST with volume concentration of ad-
ditive to methane with modified compression ratio at 900 rpm,
wÄ1.0, CRÄ8.5:1, 87 kPa, and 27°C

Fig. 9 Variations of the KLST with volume concentration of
additive to methane with modified compression ratio at 900
rpm, wÄ1.0, CRÄ11:1, 87 kPa, and 27°C
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mixtures, both the combustion period and reaction time to autoi-
gnition vary significantly with changes in the relative concentra-
tion of butane to methane.

Changes in the concentration of ethane and propane in their
blends with methane do not show a significant effect on the KLCR
for the lean mixture (f50.80) investigated, while for hydrogen
and butane, a more significant effect on the KLCR for different
equivalence ratios can be observed. Therefore, when employing a
constant spark timing procedure for establishing the knock-limited
compression ratio, these trends would indicate again that a mix-
ture of either hydrogen-methane or butane-methane are more suit-
able for the knock rating of a gaseous fuel than either ethane-
methane or propane-methane mixtures. The equivalence ratio has
almost a similar effect on the KLCR throughout for hydrogen-
methane mixture, while its influence on the KLCR becomes
greater when the concentration of butane in its mixture with meth-
ane increases. Consequently, butane-methane mixtures appear to
be a more suitable fuel combination for determining the KLCR of
an unknown fuel.

Summary and Conclusions
The KLCR and KLST decrease with increasing the concentra-

tion of ethane, propane, butane, and hydrogen in their binary mix-
tures with methane. Increasing the equivalence ratio for lean mix-
tures also decreases both the KLCR and KLST. The
corresponding changes for ethane and propane additions have a
relatively small effect on the KLCR and KLST, which make them
less suitable for the knock rating of gaseous fuels. Hydrogen-
methane mixtures show different influence on the KLCR and
KLST based on the chosen knock rating procedure and the con-
centration of the hydrogen in the mixture. For constant spark tim-
ing, the variation of the KLCR with changes in the volumetric
concentration of hydrogen in the mixture is linear, while the
changes of KLST at constant compression ratio is not. Since the
variations of KLCR and KLST with butane concentration in the
mixture show a similar trend with sufficient sensitivity to the mix-
ture composition, a butane-methane mixture may be considered to
be a better alternative for the rating of gaseous fuels.
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Nomenclature

CR 5 compression ratio
KLCR 5 knock limited compression ratio
KLST 5 knock limited spark timing

P 5 Pressure
T 5 temperature

TDC 5 top dead center
f 5 equivalence ratio
u 5 spark timing
g 5 heat capacity ratio
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Development of the Low-Emission
GE-7FDL High-Power
Medium-Speed Locomotive
Diesel Engine
This paper summarizes the technical development of the low-emission GE-7FDL series
locomotive diesel engine. The development focused on reducing the engine exhaustNOx
emission significantly while reducing and curbing other visible and nonvisible emissions
with minimal adverse impact on the engine fuel efficiency and minimal changes to the
engine system and components. Concepts were analyzed, and were investigated using a
single-cylinder 7FDL research engine. A low-emission 16-cylinder 7FDL engine and a
GE locomotive prototype were built and tested for performance demonstration, function
evaluation, and design optimization. The GE low-emission 7FDL engines and locomotives
have been in production. The newly developed low-emission locomotive engine meets the
EPA Tier-0 levels without fuel efficiency penalty. This was accomplished with minimal
changes to the engine system and components. The desired engine reliability performance
is retained. The engines are interchangeable with the preceding 7FDL baseline models,
and the upgrade of the existing baseline engines to the low-emission version is facilitated.
@DOI: 10.1115/1.1563241#

Introduction
Medium-speed heavy-duty diesel engines are used as the mo-

tive power for present diesel electric locomotives. The Clean Air
Amendments of 1990 directed the U.S. Environmental Protection
Agency ~EPA! to establish regulations on previously unregulated
non-road mobile sources including rail locomotives. The EPA’s
final rule for locomotive exhaust emissions requires future manu-
factured or remanufactured domestic locomotives to meet stan-
dards at different stringency levels for both line-haul and switch
locomotive duty cycles. This includes remanufactured locomo-
tives to meet Tier-0 standards from 2001, newly manufactured
locomotives to meet Tier-1 from 2002 through 2004, and newly
produced locomotives to meet Tier-2 in 2005 and later, as shown
by the regulation,@1#. The standards for the locomotive line-haul
duty cycle shown by EPA@2# are given in Table 1. The regulations
require locomotives to meet the standards over a wide range of
environmental conditions. For instance, the standards of each Tier
shown in Table 1 must be met from sea level up to 1219 meter
~4000 ft! altitude by testing and up to 2134 meter~7000 ft! alti-
tude by engineering analysis verification, as required by EPA@1#.

The GE 7FDL series is one of the main engines for heavy duty
locomotives in North America and worldwide. The engine’s pre-
decessor was designed by Cooper Bessemer and was adopted by
GE in the late 1950s for entry into the heavy-duty locomotive
market as a complete vehicle supplier. The 16-cylinder version
was introduced at 1864 kW~2500 hp! in 1963 in the classic U25
locomotive. Over the next three decades the power grew succes-
sively to 2237, 2461, 2685, 2908, 3057, and 3356 kW~4500 hp!
on the same bore and stroke format. This growth was made pos-
sible by the constant development of turbocharger, fuel injection,
manifolds, power assemblies, and all other stressed components.
The engine is the highest production medium speed diesel engine
in the world, with over 1200 engines produced annually. The op-
erating fleet numbers near 10,000 engines.

The engine has retained its original cross-section layout, as
shown in Fig. 1, in spite of an almost 100% power growth. The
individual power assemblies are carried on a low deck crankcase.
The camshafts are driven by single reduction gears and are acces-
sible through the crankcase doors. No separate camshaft openings
and a deep skirt give the crankcase high bending and torsional
rigidity. The crankshaft is supported in underslung, side bolted
steel bearing caps. The connecting rod is a master-slave design
which reveals its Cooper Bessemer heritage. This design provides
one bearing for the full width of the crankpin for modest bearing
loads. The piston pins are bolted to the rod ends which also pro-
vide full-width bearings. Pistons are composed of steel crowns
bolted to aluminum skirts.

The electronic fuel injection system uses a solenoid-controlled
pump mounted high on the cylinder and coupled by a short stiff
fuel line to a low sac injector. The four-valve cross-flow head
provides very little swirl to the quiescent combustion chamber.
Two modular pulse converter exhaust manifolds feed a single tur-
bocharger mounted on the free end of the engine. The turbo has
been highly developed over the years in conjunction with GE
Aircraft Engine and its high efficiency is largely responsible for
the high power density and low fuel consumption of the engine.
The basic specifications of the 7FDL engine baseline can be found
in Table 2.

General levels of the exhaust gaseous emissions of the noncom-
pliant 7FDL 16-cylinder engine equipped with an electronic fuel
injection ~EFI! system and split-intercooling system are included
in Fig. 2 for comparison. This shows oxides of nitrogen (NOx) is

Contributed by the Internal Combustion Engine Division of THE AMERICAN SO-
CIETY OF MECHANICAL ENGINEERS for publication in the ASME JOURNAL OF
ENGINEERING FORGAS TURBINES AND POWER. Manuscript received by the ICE
Division, Oct. 2001; final revision received by the ASME Headquarters, June 2002.
Associate Editor: D. Assanis.

Table 1 EPA Standards for line-haul locomotive duty cycle

NOx CO HC PM
SMOKE

~%OPACITY!

~g/hp-hr!
Steady
state

30-sec
peak

3-sec
peak

Tier 0 9.5 5.0 1.0 0.60 30 40 50
Tier 1 7.4 2.2 0.55 0.45 25 40 50
Tier 2 5.5 1.5 0.30 0.20 20 40 50
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a primary concern among the exhaust gaseous emissions of the
baseline locomotive engine. The NOx emission needed to be sig-
nificantly reduced to meet the Tier-0 and further Tier-1 regulation
standards while reducing and curbing other exhaust emissions
such as smoke, particulate matters~PM! and carbon monoxide
~CO!. The adverse impact on the engine fuel efficiency needed to
be avoided and minimized in the engine emission-reduction de-
velopment. All of this needed to be realized with minimal changes
to the existing baseline engine system and components in consid-
eration of the interchangeability and upgrade from the baseline
engines to the low-emission configuration.

Basic Technical Approach
The basic technical approach in the development was to meet

the following objectives:~a! reduction in NOx emission while re-
ducing and curbing other visible and nonvisible emissions to com-
ply with the regulations to meet the Tier-0 and further Tier-1 stan-
dards; ~b! no or minimal loss in the engine fuel efficiency
compared to the non-compliant baseline;~c! minimal changes in
engine system and components; and~d! no adverse impact on any
other desirable performance characteristics.

For NOx reduction, one of the conventional effective means is
to retard fuel injection timing. Nevertheless, using retarded injec-
tion timing to reduce NOx results in lowering the cycle efficiency

and deteriorating the engine fuel efficiency. The mechanism can
well be described by the low relative efficiency concept by Hsu
@3#. The trend of change in the specific fuel consumption~SFC! of
the 7FDL16 engine baseline in full load condition versus the NOx
reduction by only retarding fuel injection timing is shown in Fig.
3. Also, while the major noncompliant gaseous emission of the
7FDL16 baseline engine was NOx, the additional concerns were
on the exhaust emissions of smoke, CO, and PM. It was worth
attention for the following reasons:~a! smoke, particularly tran-
sient smoke, of a turbocharged locomotive diesel engine may be-
come a concern at some notch or notch-change operations;~b!
retarding fuel injection timing to reduce NOx would increase the
fuel late burning and thus would usually increase CO, PM, and
smoke; and~c! smoke and PM emissions may increase with time
as the engine wears.

One of the measures to address the above concerns in this de-
velopment was to increase the absolute cycle efficiency by raising
the cylinder compression ratio~CR!. Normally in a high-power
medium-speed diesel engine, raising compression ratio is limited
by the structurally allowable peak cylinder pressure. When injec-
tion timing is retarded, the engine peak cylinder pressure will
decrease. Thus, coupled with retarding fuel injection timing, the
CR can be increased to compensate for the efficiency loss brought
by the timing retardation, while utilizing the maximum allowable
structure capability without exceeding the peak firing pressure
limit. For reducing NOx without loss in the fuel efficiency, lower-
ing intake manifold air temperature~MAT ! can be effective as
well. Lowering MAT reduces the initial combustion air tempera-
ture and therefore the peak cycle temperature is lower. The capa-
bility of lowering MAT in a diesel engine is generally limited by
the intercooling system design and capacity. In addition, the late
burning can be reduced with higher fuel injection rate due to the

Fig. 2 Locomotive baseline emissions and comparison

Fig. 3 Efficiency affected by solely retarding injection timing
to reduce NO x „estimated for 7FDL16 engine, full load …

Table 2 Specifications of GE-7FDL16 locomotive engine base-
line configuration

Item Specification

Configuration V16, DI diesel,
turbocharged, intercooled

Operating cycle 4-stroke
Bore 228.6 mm
Stroke 266.7 mm
Displacement volume 10.95 liter
Compression ratio~static! 12.2:1
Type of fuel injection system Electronic fuel injection
Rated speed 1,050 rpm
Normal rated power 3,356 kW~4500 hp!

Fig. 1 Cross section of 7FDL engine baseline
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combined effect of increased timely heat release and shortened
injection duration. Thus, sufficient soot burnoff time is maintained
and the related emissions can be controlled. Higher fuel injection
rates with higher injection pressures also have the added advan-
tage of providing smaller fuel droplet size and higher fuel-air
relative velocity for fast evaporation. In such case, the soot gen-
eration becomes less also.

Therefore, the technical approach to achieving the development
objectives and the required emission reduction for the 7FDL lo-
comotive engines is summarized as follows: modify fuel injection
timing; increase compression ratio; increase fuel injection rate;
optimize intake manifold air temperature based on the intercool-
ing system capacity; improve turbocharger match and air boost;
and optimize individual notch and duty-cycle operations.

The following underlying guidelines were followed in the de-
velopment: maintain the baseline peak cylinder pressure, and the
thermal loading on the engine components are not to exceed the
previous production system. It is anticipated that much time can
be saved for reliability development due to the consideration of
these guidelines.

The in-cylinder combustion comparison analyzed using a set of
test results is illustrated in Fig. 4. Relative to the nonsplit cooling
7FDL engine baseline~shown as baseline!, the low-emission con-
figuration ~shown as low emis.! has a retarded fuel injection tim-
ing, raised compression ratio, increased injection pressure and
lowered manifold air temperature. When the needle-lift start indi-

cating the fuel injection-start timing, is retarded from the baseline,
the peak cycle temperature becomes lower. By lowering MAT, the
cycle temperature is further reduced. As CR is raised with fuel
injection timing retarded, the peak cylinder pressure can be main-
tained at the same level, as shown in the top part of Fig. 4. The
higher injection rate due to the higher injection pressure in the low
emission configuration results in the fuel injection ending earlier
and thus injection duration is shorter. This means that for the
7FDL engine, by modifying the designs of a limited amount of
engine components, the Tier-0 and possibly Tier-1 emissions re-
quirements can be met by changing the combustion process.

Components Development and Design
In order to increase the compression ratio of the GE-7FDL en-

gine with minimal impact on the overall engine configuration and
with the interchangeability of the power-assembly components re-
tained, the following engine components were investigated and
redesigned, with the fundamental system consideration shown by
Hsu and Chen@4# and by Hsu et al.@5#.

Piston Crawn Bowl Shape. Raising compression ratio was
accomplished by simply reducing the top dead center~TDC!
piston-to-cylinder head clearance volume. The piston crown with
its top bowl contour was redesigned to reduce the TDC clearance
volume, and to retain the required fuel injection jet flow behavior
and combustion performance.

Cylinder Head Port Flow and Valve Event. The valve cam
lift profiles for both the intake and exhaust valves were modified
to accommodate the consequent smaller piston-to-valve bumping
clearance when compression ratio was raised. With the high level
of brake mean effective pressure~BMEP! at which medium-speed
diesel engines operate, sufficient scavenging flow is necessary.
The cylinder head of the engine was redesigned on the valve port
throat bore for both intake and exhaust without changes to the
valve seats. Thus, the required scavenging flow will be maintained
or even improved while physically allowing sufficient piston-to-
valve clearance after changing to the high compression ratio
configuration.

Fuel Cam Profile. The fuel cam lift profile was changed from
the baseline to obtain a higher cam lift velocity and consequently
higher injection pressure. Achieving suitable match in phase be-
tween the cam lift velocity and injector needle lift duration was
also included in the investigation and design. The higher-rate fuel
cam, when used with the current EFI pump, is capable of deliv-
ering both the higher maximum and mean injection pressures.
Analysis and experimental validation has shown that the cam
loading is within the desired range and the desired reliability of
the cam and driving components should be maintained.

Fuel Injector. As part of the combustion chamber design re-
finement and combustion process optimization, fuel injectors with
different spray included angles were investigated in the develop-
ment in response to the piston crown bowl shape change. As a
result, the injector nozzle with a suitable spray included angle was
determined.

Development With Single-Cylinder Research Engine
A single-cylinder 7FDL research engine was configured to

verify the concepts and technical feasibility and capability. The
engine has similar configuration parameters as the GE-7FDL
series engine. The engine was supercharged with its intake mani-
fold air pressure~MAP! and temperature~MAT ! externally con-
trolled. The exhaust back pressure could also be manually ad-
justed. A digital data acquisition and processing system, described
in more detail by Hsu and Hoffman@6#, was used to acquire and
store outputs from transducers sensing the required parameters
such as pressures, temperatures, speed, torque, and injector needle
lift. The in-cylinder combustion analysis and heat release

Fig. 4 Engine combustion analysis for the emission-reduction
approach development; „a… cylinder pressure and fuel injection
and „b… temperature and heat release
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information were obtained through the computerized analysis and
calculation based on the acquired data. The exhaust gaseous emis-
sions and smoke were also measured.

Preliminary Investigation of Emission Reduction Capability
At the initial stage of investigation, various designs of the piston
crown top contour were used to raise compression ratio, and
tested to verify the desired emission reduction and performance
capability. All test runs were at full load and compared at the same
peak cylinder firing pressure. The comparison of two crowns to
form the same increased compression ratio with the same level of
MAT is shown in Table 3. The injection timing was retarded and
the injection rate was modified from the baseline. For the reduc-
tion in NOx, the fuel efficiency loss is considerably reduced with
the HCR single-cylinder engine, compared to the engine solely
retarding fuel injection timing. It is seen from Table 3 that the
piston crown A is better in terms of NOx reduction and fuel con-
sumption, as well as smoke. It was chosen for the further devel-
opment based on its better combustion results.

In the high-compression-ratio~HCR! configuration with the
MAT unchanged and injection timing retarded without injection
rate modification from a baseline, the NOx reduction was the re-
sult of both lowering the peak cycle temperature and the smaller
amount of fuel burned in the initial premixed stage immediately
following fuel ignition. This is shown in the Fig. 5.

Intake Manifold Air Temperature Effect. The effect of
MAT on the cylinder temperature of the 7FDL engine was inves-
tigated. The cylinder temperature history analyzed from the
single-cylinder engine test results is shown in Fig. 6. As the MAT
is decreased, the cylinder cycle temperature becomes lower, con-
tributing to the NOx reduction. This indicates if the HCR engine is
run at a lower MAT, then the NOx can be further reduced due to

the further decreased cycle temperature. The comparison of the
analyzed combustion process parameters is included in Fig. 4.

Fuel Injection Rate. The test was also conducted on the
single-cylinder engine to verify that a higher fuel injection rate
can be achieved with the modification in the fuel system. This is
presented by the injection pressure trace shown in Fig. 7 from the
single-cylinder research engine tested at the full load condition.
With the modification, both the maximum and mean injection
pressures are higher, and the injection duration is shortened.

Injector Tip Spray Included Angle Development. As part
of the combustion chamber design refinement, injector tips with
different spray included angles were experimentally investigated
on the HCR single-cylinder engine. The spray included angle is
illustrated in Fig. 8. The single-cylinder engine tests focused on
the injectors with the spray angles~u°, u15°, u110°! for the
detailed effect-on-combustion analysis, since the preliminary en-
gine tests and analysis indicated a lower overall performance by
injectors in the angle smaller thanu°. Tests were run at full load.
The u° spray included angle injector tip had the best fuel effi-
ciency, highest NOx emissions and lowest smoke level. All these
indicators are summarized in Table 4. A typical cylinder firing
pressure and heat release comparison of theu° andu15° injectors
is shown in Fig. 9. The cylinder pressure history of theu15°
injector tip drops down after the peak faster than theu° tip, as
shown in the top part of the figure. The heat release comparison at
the bottom depicts the initial heat release rates for the two injec-
tors are about the same. Later the heat release of theu15° tip

Fig. 5 Engine combustion analysis for increasing compres-
sion ratio coupled with modifying injection timing „single-
cylinder engine …

Fig. 6 Intake manifold air temperature effect on cylinder tem-
perature

Fig. 7 Fuel injection pressure modification in the HCR engine
configuration

Table 3 Changes in emissions and efficiency with HCR crown
design „single-cylinder engine, full load …

Baseline
HCR

Crown A
HCR

Crown B

NOx 10% 242.5% 240.9%
SFC 10% 10.7% 11.9%
Smoke~BSU! 10 10.02 10.21
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becomes slower and arrives at a lower peak value. Some degrees
after TDC, the heat release rate for theu15° tip becomes higher,
signifying more late burning. The fuel efficiency loss is a direct
consequence of this kind of untimely burning. The late burning
shortens the time for soot burn off period and higher smoke emis-
sions are the consequences. Theu° spray included angle injector
tip was chosen.

Fuel Cam Phase Investigation. With retarding the fuel injec-
tion timing and modifying the fuel cam profile, the investigation
and optimization of the fuel cam phase was needed. A shift in the
phase of cam profile is illustrated in Fig. 10. Following prelimi-
nary analysis, two fuel cams with the modified profile and three-
deg difference in the cam phase were tested and compared at
about the same brake power. The measured engine performance
results are summarized in Table 5. From Table 5, the phase-
retarded cam has higher injection pressure and slightly lower in-
dicated fuel consumption~ISFC! than the standard-phase cam.
However, the higher injection pressure and lower ISFC did not
yield lower brake fuel consumption~BSFC!. Further data analysis

had shown that, although the two cams were tested at about the
same brake horsepower, the indicated power~IkW! for the phase
retarded cam was higher than the standard-phase cam. The energy
needed to drive the retarded cam was higher due to the higher
mean injection pressure. However, the more efficient combustion
with the phase-retarded cam cannot compensate for the greater
amount of work needed to drive the fuel injection system, and
consequently, the brake efficiency was lower. The change from the
standard to the retarded phase may increase loading on the fuel
injection components. In summary, the retarded-phase cam did not
show much advantage over the standard-phase cam.

Development of 16-Cylinder Locomotive Engine
Following the single-cylinder engine testing, a 16-cylinder

7FDL locomotive engine~GE-7FDL16! in the HCR configuration
was built and tested for design verification and optimization.
Compared to the single-cylinder engine, the full-size engine was
turbocharged and thus the turbocharger effect to the engine opera-
tion was included. During the full-size engine development, the
compression ratio was incrementally changed from the engine
baseline. The engine in various compression ratios was tested to
optimize the engine design and performance.

The engine exhaust species measured during the tests included:
CO2 , CO, NOx, HC, smoke opacity, and PM. The exhaust emis-
sions were measured by the equipment as follows: NOx by a
chemiluminescence analyzer, CO by a nondispersive infrared ana-
lyzer, HC by a heated flame ionization analyzer, PM by a split
particulate tunnel, and smoke opacity by a full-flow opacity meter.
For the purpose of evaluation and comparison, the measured NOx
emissions were corrected for inlet air temperature and humidity to
a standard condition. The engine specific fuel consumption mea-
sured was also corrected to standard reference conditions of inlet
air temperature and barometric pressure including the AAR refer-
ence condition. Results of the multi-cylinder engine development
and investigation are summarized as follows.

Evaluation of Valve Overlap Flow. As one of the engine
components changed to form the low-emission engine configura-
tion, the cylinder heads were tested for comparison. The test was
conducted on the 7FDL16 engine prior to raising the compression
ratio. The difference between MAP and pre-turbine pressure

Fig. 8 Illustration of injector tip spray included angle

Table 4 Injector tip spray included angle comparison „single-
cylinder engine, full load …

u°
Angle

u15°
Angle

u110°
Angle

BSFC change 10% 12.1% 12.4%
NOx change 10% 210% 28.4%
Smoke change~BSU! 10 10.28 10.13

Fig. 9 Comparison of in-cylinder efficiency between two spray
angle injector tips

Fig. 10 Illustration of the fuel cam phase shift

Table 5 Test results of fuel cam phase difference „single-
cylinder engine, full load …

Standard
HCR Cam

Phase-Retar
ded HCR Cam

Inj. pressure change 10% 11.2%
BSFC change 10% 10.6%
BkW 196.6 196.8
IkW 228.8 230.2
ISFC change 0% 20.1%
Smoke change~BSU! 10 20.02
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(Dpov) was monitored as an indication of the valve flow effi-
ciency during the valve overlap. The results compared with the
baseline configuration and indicate that theDpov became smaller
as the modified head was applied. When both the modified cylin-
der heads and modified valve cam shafts were used, theDpov was
about the same as that of the engine baseline, meaning the re-
quired scavenge flow during the valve overlap was retained.

NOx Reduction and Efficiency With Raising Compression
Ratio at Full Load. Full-load operation of a locomotive engine
generally consumes a major part of the total duty-cycle fuel and
contributes a major part to the production of the duty-cycle NOx
and other gaseous emissions. The measured NOx emissions versus
compression ratio in the 16-cylinder engine full load condition are
plotted in Fig. 11. As shown in the figure, with the averaged peak
cylinder pressure remaining about the same, the NOx emission
decreases rapidly as the compression ratio increases from the
baseline while the specific fuel consumption~SFC! remains below
or the same as that of the baseline. The decrease in the NOx
emission was mainly due to the fuel injection timing retardation,
and the retained engine fuel efficiency was mainly due to raising
the compression ratio. The NOx reduction versus raising compres-
sion ratio with SFC remaining unchanged is also shown in Fig. 11.
All of this indicates, increasing compression ratio up to a certain
level, coupled with retarding fuel injection timing allows the en-
gine to achieve the NOx reduction at full load condition without
loss in the fuel efficiency within the allowable structure capability.

NOx Reduction and Efficiency at Partial Load. The HCR
engine test results showed the advantage of NOx reduction at par-
tial loads as well. Unlike the full-load operation at which the
pressurepmax is dominating, partial load operation usually does
not have a concern on the peak cylinder pressure limit. In partial
loads, the peak cylinder pressure is always lower than the maxi-
mum allowablepmax and thus fuel injection timing may freely be
set to achieve desired performance such as the exhaust emissions
and the fuel efficiency. Figure 12 shows the reduction in NOx of
the tested 7FDL16 engine versus compression ratio without
change in the fuel consumption at a half-load condition. As CR
increases, the engine NOx emission at the half-rated power also
becomes lower under no penalty in SFC.

Duty-Cycle NOx Reduction and Efficiency. In addition, the
engine was also tested and evaluated through all of the locomotive
notch conditions. Using the EPA defined locomotive line-haul
duty-cycle weighting factors with the measured emissions, the
line-haul duty-cycle NOx reduction without sacrifice in the fuel
efficiency compared to the baseline along with raising compres-

sion ratio is shown in Fig. 12 as well. The desired reduction in the
duty-cycle NOx emissions with retaining the desired fuel effi-
ciency was achieved and demonstrated.

Effect of Manifold Air Temperature on NO x Production.
The full-size multicylinder locomotive engine was also tested un-
der the full load condition over various intake MAT to investigate
its effect on the NOx generation. The MAT is the temperature of
air in the intake manifolds after theturbocharger compressor and
intercooler before the engine cylinders, and is different from the
ambient temperature. The measured NOx emission versus MAT is
shown in Fig. 13. The main effect of MAT change was on NOx,
and the NOx generation became lower as MAT was lowered.

Combustion and Heat Release Enhancement.The higher
fuel injection rate accompanied with the higher compression ratio
reduces the in-cylinder untimely combustion caused by retarding
fuel injection timing. Thus the engine thermal loading and the
exhaust emissions such as PM, smoke, and CO can be reduced. As
a proper indication for the magnitude of late burning and untimely
combustion, the temperature of exhaust gas at the location before
the turbocharger-turbine entrance, usually called pre-turbine tem-
perature, was measured. The full load results can be found in Fig.
14 in contrast with those from the engine baseline only retarding
fuel injection timing to reduce NOx. It is indicated that, as the fuel
injection system with a higher injection pressure and improved
atomization is applied to the engine with the raised compression
ratio while injection timing is retarded, the increase in pre-turbine
temperature compared to the engine baseline can be avoided and
minimized.

Fig. 11 Reduction in NO x versus compression ratio „7FDL16
engine, full load …

Fig. 12 NOx reduction versus compression ratio with un-
changed SFC „7FDL16 engine …

Fig. 13 Effect of MAT on HCR 7FDL16 engine NO x
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Fuel Cam Phase Optimization on 7FDL16 Engine. The
fuel cam phase optimization was also verified on the HCR
7FDL16 engine. The results of performance comparison tests are
shown in Fig. 15, which shows the differences in NOx and SFC
between the standard-phase and retarded-phase cam. It can be
seen from Fig. 15 that the engine brake fuel efficiency with the
standard-phase cam is better than that with the phase-retarded cam
for the notches shown. The NOx emission in the full-load condi-
tion with the standard-phase cam is also lower. The results con-
firm the indication from the single-cylinder research engine test.
The fuel cam phase needs to be located to obtain a superior over-
all performance regarding the engine exhaust emissions and brake
efficiency. The standard-phase cam provided better performance
in the NOx emissions and fuel efficiency.

Engine Operation Optimization and Smoke Control. With
the engine configuration given, engine operation at each indi-
vidual notch can be optimized to obtain the required duty-cycle
NOx reduction with reducing or curbing other visible and non-
visible exhaust emissions. Steady-state and transient smoke during
locomotive duty-cycle operation may become a concern. The ex-
haust emissions such as smoke, PM, and CO become higher as
altitude increases. Thus, control of the exhaust emissions of
smoke, PM, and CO caused by incomplete combustion was stud-
ied together with the NOx reduction in the engine testing. Addi-
tional methods such as shown by Chen and Hsu@7# and by Chen
et al. @8# for controlling engine operating parameters to reduce
those emissions while achieving the desired duty-cycle NOx re-
duction and maintaining the fuel efficiency were developed. Dur-
ing the investigation, the involved engine operating parameters

affecting the formation of smoke and the other incomplete-
combustion related emissions were experimentally verified and
studied.

Locomotive Test and Control System Optimization
Following the successful engine development, a GE low-

emission locomotive prototype was then built and tested for dem-
onstration and complete function and performance evaluation. The
locomotive demonstrated and tested was a GE-AC4400 locomo-
tive using a 7FDL16 low-emission engine with the compression
ratio determined based on the engine development results to
achieve the Tier-0 emission reduction without loss in fuel effi-
ciency versus the noncompliant baseline.

Exhaust Emissions and Performance. The locomotive was
operated through all locomotive throttle notches during the dem-
onstration and evaluation test. The exhaust emissions, operating
parameters, and output performances were measured. The test fol-
lowed the locomotive emissions test procedures by EPA@9#. The
duty-cycle emissions were obtained by following the EPA loco-
motive throttle notch weighting factors. The emission results ob-
tained are summarized in Fig. 16 versus the Tier-0 regulation stan-
dards. While achieving the duty-cycle emission reductions to
comply with the regulations, no loss in the duty-cycle fuel effi-
ciency compared to the locomotive baseline was demonstrated by
the low-emission locomotive in the locomotive evaluation.

Control System Optimization and Smoke Reduction. Re-
tarding fuel injection timing may contribute to an increase in
smoke, especially the transient smoke during some notch changes.
The engine control system optimization was investigated during
the locomotive testing and development. The optimization fo-
cused on modifying the control strategies to achieve the desired
duty-cycle NOx reduction and fuel efficiency with the smoke
opacity reduced to meet the EPA emissions standards.

The preceding engine development and initial locomotive in-
vestigation showed that transient smoke can be reduced through
both load application delay and timing advance during a notch
increase without affecting the overall load rate. The optimization
of the load application and the transient timing advance was tested
on the locomotive over a wide range of environmental conditions.
A new speed schedule was developed at high altitude to raise the
engine speed in lower notches. This reduced the steady-state
smoke as well as reducing the transient smoke. The fundamental
approach of these methods can be found in@7,8# and @10#. The
locomotive was also tested with the new speed schedule to con-
firm the desired reduction in smoke and emissions. Finally, to
further improve the transient smoke for low notch transitions at
high altitude, the load rate at low notches was optimized. Figure
17 illustrates the 3-sec transient smoke reduction by the operation

Fig. 14 Change in engine pre-turbine temperature „full load …

Fig. 15 Performance comparison over fuel cam phase „HCR
7FDL16 engine …

Fig. 16 Low-emission GE-AC4400 locomotive meeting Tier-0
standards „line-haul duty cycle …
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and control optimization developed for the emission-reduction lo-
comotive during low notch transition. Applying these optimization
strategies, the locomotive also demonstrated its ability to meet the
steady state and transient smoke standards over a wide range of
environmental conditions.

A ‘‘skip firing’’ control strategy as shown by Patel and Volpe
@11# was also further developed to be implemented at idle notches
to further reduce the steady-state smoke and optimize other gas-
eous emissions. Skip firing systematically skips cylinders from the
normal firing sequence. The purpose is to raise injection pressure
in the cylinders that are firing. Fuel injected at higher pressures
atomizes better as it enters the combustion chamber, fostering
complete burning and low smoke production. Applying the skip
firing control strategy to the low-emission engine and locomotive,
a significant reduction in smoke at idle notches was achieved. The
skip firing mode was also validated by measuring smoke and
emissions at various environmental and altitude conditions to en-
sure compliance.

Conclusions
The technical development of the low-emission GE 7FDL

medium-speed locomotive diesel engine has been conducted.
Conclusions drawn from the development described in this paper
are summarized as follows.

1. High-power medium-speed diesel engines are used as the
motive power for present diesel-electric locomotives. To comply
with the EPA Tier-0 and further Tier-1 locomotive emission regu-
lations, the exhaust NOx emissions of the baseline locomotive
engine needed to be significantly reduced while reducing and
curbing other visible and non-visible exhaust emissions. The ad-
verse impact on the engine efficiency needed to be avoided and
minimized. All of this needed to be realized with minimal changes
to the existing baseline engine system and components in consid-
eration of the reliability, interchangeability and upgrade from the
baseline engines to the low-emission configuration.

2. The low-emission GE-7FDL series locomotive engine has
been successfully developed and produced. The main technical
approach included increasing engine compression ratio coupled
with modifying fuel injection timing, increasing fuel injection
rate, and optimizing the notch and duty-cycle operations. The con-
cepts were analyzed, and were investigated using the single-
cylinder 7FDL research engine. The low-emission GE-7FDL16
engine and locomotive prototype were built and tested for perfor-
mance and function evaluation and design optimization. The low-
emission GE 7FDL engines and locomotives have been in
production.

3. The development results have demonstrated that the newly
developed low-emission GE-7FDL locomotive engine meets the
EPA Tier-0 standards without fuel efficiency penalty versus the
noncompliant baseline. The engine mechanical loading such as the
peak cylinder firing pressure and thermal loading such as the cyl-
inder exhaust temperature are maintained about the same as those
of the engine baseline. The desired engine reliability performance
can be retained. This was accomplished with the minimal changes
to the engine system and components. The engine has been devel-
oped to be interchangeable with the preceding 7FDL baseline, and
the upgrade of the baseline engines to the low-emission configu-
ration is facilitated.

4. The development has established a base for the further en-
gine development required for the locomotive diesel engines in
accordance with further Tiers of regulation compliance.
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Nomenclature

BSU5 Bosch smoke number
CO 5 exhaust carbon monoxide
CR 5 compression ratio
HC 5 exhaust hydrocarbon

HCR 5 high compression ratio
MAP 5 intake manifold air pressure
MAT 5 intake manifold air temperature
NOx 5 exhaust nitrogen oxides
PM 5 exhaust particulate matters emission

pmax 5 peak cylinder pressure
SFC 5 specific fuel consumption
TDC 5 top dead center

Tprt 5 pre-turbine temperature
Dpov 5 difference between MAP and pre-turbine pressure
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Exhaust Particulate Matter
Emission Factors and
Deterioration Rate for In-Use
Motor Vehicles
Recent measurements and modeling of primary exhaust particulate matter (PM) emissions
from both gasoline and diesel-powered motor vehicles suggest that many vehicles produce
PM at rates substantially higher than assumed in the current EPA PM emission factor
model, known as ‘‘PART5.’’ The discrepancy between actual versus modeled PM emis-
sions is generally attributed to inadequate emissions data and outdated assumptions in
the PART5 model. This paper presents a study with the objective of developing an in-
house tool (a modified PART5 model) for the Texas Natural Resource Conservation Com-
mission (TNRCC) to use for estimating motor vehicle exhaust PM emissions in Texas. The
work included chassis dynamometer emissions testing on several heavy-duty diesel ve-
hicles at the Southwest Research Institute (SwRI), analysis of the exhaust PM emissions
and other regulated pollutants (i.e., HC,CO,NOx!, review of related studies and exhaust
PM emission data obtained from literature of similar types of light and heavy-duty vehicle
tests, a review of the current PART5 model, and analysis of the associated emission
deterioration rates. Exhaust PM emissions data obtained from the vehicle testing at SwRI
and other similar studies (covering a relatively large number and wide range of vehicles)
were merged, and finally, used to modify the PART5 model. The modified model, which
was named PART5-TX1, was then used to estimate new exhaust PM emission factors for
in-use motor vehicles. Modifications to the model are briefly described, along with emis-
sions test results from the heavy-duty diesel-powered vehicles tested at SwRI. Readers
interested in a detailed understanding of the techniques used to modify the PART5 model
are referred to the final project report to TNRCC (Eastern Research Group 2000).
@DOI: 10.1115/1.1559904#

Introduction
The revision of the National Ambient Air Quality Standards

~NAAQS! for PM raise concerns as to whether the existing mobile
source inventory of PM emissions is acceptably accurate. Studies
and modeling of primary PM emissions from motor vehicles, in-
cluding both gasoline and diesel powered light-duty~LD! and
heavy-duty~HD! vehicles, indicate most vehicles produce PM at
rates which are substantially higher than assumed in the current
PM emissions inventory model~PART5!. Technically, the model
in its current form assumes there is no deterioration of the engine
or emission control equipment as the vehicles age. This assump-
tion is misleading, since it implies that vehicle PM emissions
always remain at the same level throughout the vehicle’s lifetime.

Current research efforts indicate that part of the deficiency of
the PART5 model is the fact that the model assumptions are based
upon very little ‘‘in-use’’ data. Consequently, since the mid 1990s,
there have been an increased number of studies geared toward
measuring in-use PM emissions from mobile sources and updating
the PART5 model~Cadle@1#, Norbeck@2#, Whitney@3#, Graboski
@4#, Mulawa @5#, Darlington@6#, and Weaver@7#!. This update is
especially necessary now, considering the new and stricter ambi-
ent PM standards which will likely result in many more metro-
politan areas being out of compliance.

Two recent studies were focused on improving the PART5
model ~Darlington @6# and Weaver@7#!. They were especially
helpful in providing insight for PART5 improvements and lists of

previous PM emissions data collection research. The first of these
two studies focused on assessing the sources of inaccuracies in the
EMFAC ~California’s mobile source PM model! and EPA PART5
models regarding modeling PM from catalyst equipped, light-
duty, gasoline-fueled vehicles~Darlington @6#!. The study found
several shortcomings of the current PART5 model. In general,
they stem from the lack of sufficient data or the use of inappro-
priate data to support the assumptions. For example, PM emission
factors for catalyst-equipped vehicles are based upon data from
prototype and first-generation three-way catalysts from the early
1980s.

The second of these two studies evaluated whether the deterio-
ration module in EMFAC was appropriate for developing a heavy-
duty vehicle deterioration module for the PART5 model, and to
compile light-duty PM emissions data from previous studies
~Weaver@7#!. The report is currently in the EPA review process.

In spite of the several recent research projects aimed at light-
duty and heavy-duty vehicle exhaust PM emission characteriza-
tion, and the contribution of these vehicles to total mobile source
PM, there are no studies clearly targeted towards providing data
adequate to assess the overall contribution of the light and heavy-
duty vehicles to the total PM inventory, and enabling revision of
the PART5 model.

With this in mind, the Texas Natural Resource Conservation
Commission~TNRCC! contracted with the Coordinating Research
Council ~CRC! for a study on measurement of primary exhaust
PM emissions from light-duty motor vehicles~Whitney @3#!. The
study provided TNRCC with information leading to a conclusion
that further PM emissions test data was needed, particularly in the
area of PM emissions from HD diesel vehicles, to begin to ad-
equately address the issue of exhaust PM emission characteriza-
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tion from motor vehicles. TNRCC recently began an effort to fill
the gaps in the currently available data of PM emissions from HD
vehicles, as well as developing an in-house revision of PART5
model based on Texas fleet data, to be called PART5-TX1. The
modified PART5 model will be an in-house tool for modeling
exhaust PM emissions from highway vehicles.

Major aspects of the work included:

a. performing exhaust emissions testing of four heavy-duty
diesel vehicles,

b. examining PM exhaust emissions data from the previous
CRC contract and similar studies related to light and heavy-
duty diesel and gasoline powered vehicles,

c. updating the PART5 model to incorporate the PM exhaust
emissions data from~a! and~b! for use in modeling exhaust
PM emissions from motor vehicles, and

d. developing exhaust PM emissions factors for motor ve-
hicles.

Heavy-Duty Vehicle Testing
Four heavy-duty vehicles were tested specifically for this

project. Because the database of in-use PM data is quite sparse,
every good data point is a significant contribution. These data
points are especially significant for the database of Texas heavy-
duty diesel vehicle emissions. This section of the paper contains a
description of the test vehicles, test fuel, and test procedures used
during this program.

Test Vehicles. Four heavy-duty diesel vehicles were obtained
from public and private fleets. The test vehicles are identified in
Table 1, along with the applicable engine and the gross combined
vehicle weight rating~GVW!.

The 1996 Carpenter 3800 series school bus, shown in Fig. 1,
had a GWR of 29,000 pounds~13,154 kg!, and was powered with
a Navistar 7.3 liter, V-8, T444E diesel engine rated at 190 bhp

~141 kW! at 2300 rpm. The bus was equipped with an Allison
AT-500 four-speed automatic transmission, and had accumulated
46,420 miles~74,704 km! before testing in the current program.

The total dynamometer simulated inertia~test weight! of the
school bus was 14,600 pounds~6622 kg!, and the total theoretical
road load at 50 mph~80 km/h! was 52 hp~38.8 kW!. This theo-
retical road load was calculated by considering a rolling resistance
of 17 hp~12.7 kW! and aerodynamic influences of 35 hp~26 kW!,
as outlined in an EPA recommended test procedure,@8,9#.

The second vehicle tested was a 1998 model year urban transit
bus~Fig. 2!. The bus was equipped with a 1998 model year DDC
Series 50, 8.5L, I-4 diesel engine with a rated power of 320~239
kW! at a speed of 2100 rpm. It was equipped with an oxidation
catalyst.

The simulated inertia weight used for the Capital Metro bus
was 41,450 pounds~19,050 kg!, which was selected based on the
empty weight of the bus, plus an estimated 23 passengers and a
driver weighing 150 pounds~68 kg! each. The theoretical road
load was calculated by considering rolling resistance of 51.1 hp
~38 kW! and aerodynamic influences of 39.3 hp~29.3 kW!. There-
fore, the resulting total theoretical road load at 50 mph~80 km/h!
was 90.4 hp~67.4 kW!.

The third and fourth vehicles, provided by H. E. Butt Grocery
Company ~HEB! in San Antonio ~Fig. 3!, were 1998 Sterling
Class 8 tractors. Both trucks were equipped with a 1998 model
year Caterpillar C12 diesel engine. This 12.0L, I-6 engine had a
rated power of 355 hp~264.8 kW! at a governed speed of 2100
rpm. The trucks were equipped with a Rockwell 10-speed manual
transmission.

Table 1 Test vehicles

Fig. 1 1996 Carpenter school bus installed on SwRI heavy-
duty chassis dynamometer

Fig. 2 Capital Metro bus no. 7464

Fig. 3 HEB truck no. 7242
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The simulated inertia weight used for both HEB trucks was
56,000 pounds~25,400 kg!, which was selected based on 70% of
the 80,000 lbs~36,287 kg! gross vehicle-trailer combined weight
rating. The theoretical road load was calculated by considering
rolling resistance of 61 hp~45.5 kW! and aerodynamic influences
of 70 hp~52.2 kW!. Therefore, the resulting total theoretical road
load for each of the HEB trucks at 50 mph~80 km/h! was 131 hp
~97.9 kW!.

Exhaust Emissions Test Procedures. The four vehicles were
tested using SwRI’s heavy-duty chassis dynamometer. The diesel
fuel used for testing met EPA specifications for emissions certifi-
cation of heavy-duty diesel engines, as given in the U.S. Code of
Federal Regulations~CFR!, Title 40, §86.1313-98. Tests were per-
formed in accordance with procedures outlined in an EPA report
titled, ‘‘Recommended Practice for Determining Exhaust Emis-
sions From Heavy-Duty Vehicles Under Transient Conditions
~France@8#!.’’

For this test program, emissions were measured over triplicate
hot-start runs using two different driving cycles, and during idle
operation. One driving cycle, the EPA Urban Dynamometer Driv-
ing Schedule~UDDS! for Heavy-Duty Vehicles, also known as
the heavy-duty chassis cycle~HDCC!, is illustrated in Fig. 4. The
duration of the HDCC is 1060 seconds, and the cycle covers a
distance of 5.55 miles~8.94 km!. The official use of this cycle is
for preconditioning heavy-duty gasoline-fueled vehicles before an
evaporative emissions test. However, the HDCC is commonly
used for exhaust emissions testing of heavy-duty vehicles for re-
search purposes, and was based on the engine speed and load
conditions which were used to compile the EPA heavy-duty diesel
engine transient test cycle specified for heavy-duty diesel engine
emissions certification.

The second driving cycle used for this program is known as the
Central Business District~CBD! cycle. The CBD cycle is one of
four transit coach operating profile duty cycles adopted by the
Federal Transit Administration~FTA! of the U.S. Department of
Transportation. For this project, the ‘‘CBD-14’’ cycle was com-
prised of 14 repetitions of the basic cycle, which includes idle,
acceleration to 20 mph~32.2 kph!, cruise, and a sharp deceleration
to a stop. The CBD-14 cycle used in this work, shown in Fig. 5,
was 580 seconds in duration and covered a distance of 2.0 miles
~3.2 km!.

Emissions were also measured during idle operation. Two 20-
minute idle tests were run, with the transmission in neutral. Before
the hot-start tests, the vehicles were operated at 50 mph~80.5
km/h! and the road load on the dynamometer was set. One prac-
tice cycle was run, followed by a 20-minute soak, then the
planned tests were run.

The analytical procedures used to measure the emissions pro-
duced and the fuel consumed during the tests are given in the EPA
recommended practice for heavy-duty chassis testing and in the
CFR description of heavy-duty diesel engine testing using the

transient Federal Test Procedure~FTP!. Total hydrocarbon and
NOX concentrations were continuously monitored in the dilute
exhaust over each test, and the integrated results used in comput-
ing emissions. NOX correction factors for engine intake air humid-
ity were applied as specified in the transient FTP for diesel-fueled
engines. Concentrations of CO and CO2 in the proportional dilute
exhaust bag samples were determined by nondispersive infrared
~NDIR! instruments. Concentrations of HC, CO, CO2 , and NOX
were processed along with CVS flow parameters and vehicle op-
erating parameters to compute mass emissions on the basis of
distance~g/mi!. These computations were based on equations
specified in the CFR. Exhaust PM emissions were measured using
dilute sampling techniques as specified in the transient FTP for
diesel fueled engines.

Heavy-Duty Engine Emission Test Results. The average ex-
haust emissions during idle, as well as the CBD and HDCC
cycles, for the all the HD vehicles studied are summarized in
Tables 2 and 3. Note that like the other vehicles tested, the idle
tests on the city bus were performed with the transmission in
neutral. However, the bus was equipped with an automatic air
conditioning system that was not disabled during testing. This was
thought to provide a more realistic measure of in-use emissions
from the city bus.

Exhaust Particulate Emissions Data Collected From
Other Studies

Included in the TNRCC study was a compilation of PM emis-
sion data obtained from other studies. Test results from a total of
about 1000 vehicles were obtained from various other studies.
There were a total of about 300 heavy-duty diesel vehicles in the
mix. The bulk of useful data came from the National Renewable

Fig. 4 Heavy-duty chassis cycle

Fig. 5 Central business district „CBD… cycle

Table 2 Average idle exhaust emissions
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Energy Laboratory Database and the following references: Cadle
@1,10,11# Norbek @2#, Whitney @3#, Graboski@4#, Fritz @12,13#,
and Mulawa@5#. Vehicle or engine certification data were not
used.

This analysis was designed to only consider emissions measure-
ments from vehicles used in commercial or private service, and
using only chassis dynamometer techniques for both light-duty
and heavy-duty vehicles. Therefore, certification emissions values
reported by vehicle and engine manufacturers to the EPA were not
used in this analysis. The certification levels are obtained using
vehicles that have been aged under tightly controlled conditions,
and for a limited amount of miles or engine hours. Those data
were not considered applicable to this analysis.

For data from most sources, it was necessary to convert heavy-
duty chassis dynamometer measurements from a ‘‘grams per
mile’’ ~g/mi! basis to a ‘‘grams per brake-horsepower hour’’~g/
bhp-hr! basis for convenience,and to help normalize the effect of
different drive cycles on emissions results. Using this technique
means that the PART5-TX1 model~like EPA’s MOBILE model! is
appropriate for estimating PM emissions from large, diverse fleets
of vehicles, but not for individual vehicles. This was only neces-
sary for heavy-duty vehicles since they are often tested using a
variety of driving different cycles and their standards are set in
g/bhp-hr units. Further, none of the chassis cycles used for heavy-
duty diesels have been approved by EPA as representative of ac-
tual driving patterns. Using this technique means that the PART5-
TX1 model ~like EPA’s MOBILE model! is appropriate for
estimating PM emissions from large, diverse fleets of vehicles, but
not for individual vehicles. All light-duty vehicles in the database
use similar cycles and their standards are set in units of g/mi.

The equation used to convert heavy-duty chassis dynamometer
data from ‘‘g/mi’’ basis to ‘‘g/bhp-hr’’ basis was as follows:

Conversion Factor~bhp-hr/mi!

5Fuel Density ~ lb/gal!/BSFC~ lb/bhp-hr!

3Fuel Economy~mi/gal!

where diesel fuel density 7.10 lb/gal and BSFC is the average
brake-specific fuel consumption for each vehicle weight class.
This calculation method for brake-specific fuel consumption

~BSFC! and average fuel density was obtained from an EPA report
used in developing the new MOBILE6 model~Arcadis @14#!.

The Concept and Application of Emission Deterioration
Rate

One assumption in the PART5 model is that no vehicles ever
emit PM emissions more than they were certified to emit. A drive
down the highway suggests that this assumption may not be cor-
rect. It appears that many of the vehicles on the road might not
pass their ‘‘new engine’’ certification tests. A problem with this
assumption is the adverse effect it has on model predictions as the
vehicle fleet gets cleaner~as newer models enter the fleet and
older ones are scrapped!. Many technologies introduced in re-
sponse to strict emissions standards newer emission control tech-
nologies rely upon relatively fairly complicated equipment sys-
tems to achieve their low, ‘‘new engine’’ emission levels~e.g.,
turbochargers or computer controlled fuel systems!. Although the
equipment seems reliable, it is probably unreasonable to assume
that a significant fraction won’t deteriorate during their useful
regulatory life. Failure of new generation equipment will usually
result in a larger percentage increase of emissions compared to
similar failures in older technology vehicles. A model that ne-
glects these issues will, for example, tend to overpredict the re-
duction of PM emissions as new vehicles enter the fleet and old
vehicles are scrapped.

Recent studies sponsored by TNRCC, CRC, and others, indi-
cate that the current PART5 model generally underestimates ex-
haust PM, and that deterioration which causes higher emissions
occurs in vehicle PM emission control systems~Cadle@1#, Norbek
@2#, and Whitney@3#!. The SwRI study for the CRC~Whitney @3#!
indicated that light-duty vehicle PM emissions increase with ve-
hicle mileage~especially over 100,000 miles!, and that actual PM
emissions are 3 to 11 times higher than those predicted by PART5.

One of the main objectives of this project was to utilize the
in-use vehicle PM emissions database to develop new PM emis-
sion factors for the PART5 model. These new emission factors
take into account the PM deterioration of vehicle emission control
equipment with time—and the resulting increase in PM emissions.
This required introducing the concepts of ‘‘zero mile level’’ or
ZML and ‘‘deterioration rate’’ or DET into the new model. ZML is
the emission rate of a vehicle when it is new~expressed here in
terms of g/mi~g/km!!, and DET is the rate at which a vehicle’s
emissions increase with mileage or time~expressed here in terms
of g/mi/yr ~g/km/yr!!.

Using ‘‘real-world’’ data and techniques like those employed by
EPA in developing the MOBILE models, ZML and DET were
estimated for the various vehicle groups from empirical data. The
concepts of ZML and DET are summarized in the hypothetical
graph in Fig. 6. When a vehicle is new, its emissions should be at
or below the certification standards. As a vehicle ages, its emis-
sions systems equipment will often deteriorate, operating less and
less efficiently, and causing the emissions to rise.

The ZML and DET were determined, wherever possible, for
each type of vehicle represented in the model and for each emis-
sions technology group. Emissions technology groups were de-
fined by assuming the vehicles that conform to the same standards
use similar technologies. This concept is summarized below, un-
der the Model Year Groups section. When insufficient data existed
for a specific vehicle type, engineering judgment was used to
determine the technology group and an appropriate ZML or DET.
As new data are collected to fill these data gaps, the assumptions
of this model update can easily be replaced using empirical re-
sults.

Model Year Groups. In determining ZML emission rates and
DET rates from the empirical data, it was useful to group vehicles
for increased sample sizes. It is standard practice to group vehicle
model years according to when the emission standards were es-
tablished or changed, based on federal emission standards—the

Table 3 Average exhaust emissions from driving cycles
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driving force behind emission control technologies. These model
year groups are used in the light and heavy-duty vehicle analyses
of this project. The cutoff years used for the light-duty vehicle
model year groups are when Tier-1 PM standards came into effect
for the majority of light-duty vehicles. These groups are listed in
Table 4.

Determining the Zero Mile Levels „ZMLs … and Deterio-
ration Rates „DETs…

The trends in PM emissions within the in-use vehicle database
were analyzed to determine deterioration rates for each technol-
ogy group~model year group!. It was determined that it was best
to express deterioration in terms of vehicle age instead of vehicle

mileage. This is because of the uncertainty in vehicle mileage data
~due to uncounted ‘‘rollover’’ of odometers! and because vehicle
age is more commonly reported than mileage. In any case, the
mileage accumulation data was not entirely ignored. It was an
important tool in verifying the age-based deterioration factors and
in determining vehicle technology group ZMLs, especially for
newer vehicle groups. The overall method for determining ZML
and DET for a given technology group was as follows:

1. Determine ZML by using emission factors for newer ve-
hicles in the group. Cutoff levels for vehicle technology
groups with no deterioration were set at 25,000 miles
~40,000 km!, or one year for gasoline vehicles, and 50,000
miles ~80,500 km! or two years for diesel vehicles.

2. Using the ZML determined in step 1, calculate the age-based
deterioration rate for each vehicle in the technology group
using DET5(measured emission– ZML)/age.

3. The technology group DET is calculated as the average DET
for all vehicles in the technology group. It is necessary to
verify that data outliers do not unduly influence the average
DET.

Using the general method above, ZML and DET for diesel and
gasoline vehicle technology groups were calculated. Figures 7 and
8 give examples of data to which the preceding method was ap-
plied. As the plot in Fig. 8 shows, the data suggest that after a
certain age, PM emissions no longer increase. Using this assump-
tion, each vehicle type was assigned two DETs. DET1 represents
the time period when PM deterioration is occurring, and DET2
represents the stabilized deteriorated level. At this stage of model
development DET2 has been set to always equal zero. However, if
later data prove otherwise, then DET2 can be easily changed for
future revisions.

For most technology groups, the age when emissions stop in-
creasing is hard to determine from the current data set. In those
instances, one study recommended to EPA that the end of the
vehicle’s useful regulatory life seems a reasonable ‘‘flex-point’’
for the DET ~Weaver@7#!. This means that the deterioration has
increased linearly from the ‘‘zero-mile level’’~DET1! until the
vehicle reaches the DET ‘‘flexpoint’’ age. At that point, the dete-

Fig. 6 Concepts of zero mile level „ZML… and deterioration rate „DET… for particulate matter „PM…

emissions

Table 4 U.S. highway particulate matter „PM… standards
„model year groups …
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Fig. 7 Heavy-duty diesel truck particulate matter „PM… emissions, 1994 and Younger Technology Group

Fig. 8 Light-duty gasoline vehicle particulate matter „PM… emissions, 1994 and older
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rioration rate is currently modeled to become zero~DET2!. The
emissions no longer increase as the vehicle ages. Table 5 lists the
final ZMLs and DET1s for the technology groups defined in this
paper. As noted above, the DET2 values are all zero for each
technology group as of this writing, either as indicated by the
database or at the end of the technology group’s useful regulatory
life.

The three graphs following Table 5~Figs. 9, 10, and 11! show
the ZML and DET values for several major vehicle categories in
graphical form. These graphs were derived from the information
in Table 6, and show how projected emissions of the vehicle tech-
nology groups rise as vehicles age. As these graphs demonstrate,
the in-use vehicle PM data indicate that deterioration has a major
influence on emissions as vehicles age. Another interesting result
is the fact that older diesels tend to emit substantially less than
their certification standard until well into their useful lives, while
new technology diesels tend to exceed their standard after a few
years of use.

These ZML and DET values were applied to the vehicle groups
defined in the PART5-TX1 model. For those vehicle groups that
were not well represented in the emissions database, an engineer-
ing judgment was used to extrapolate ZMLs and DETs in the
updated PART5-TX1, revision 1~early Dec. 1999!. The reader
should keep in mind that these ZML and DET values can be easily
updated as new data becomes available, and TNRCC plans to
update the model as new data dictate.

In addition to modifying the basic assumptions in the PART5
model, this project also tried to make the model more useful as a
planning tool and easier to keep current with the latest in-use
emissions data. Table 6 summarizes relevant features of the
PART5 model and how they were modified in PART5-TX1.

Comparisons of PART5 to PART5-TX1
The results of the modifications to the PART5 model were com-

pared to those of the new model, PART5-TX1. The differences are
significant, especially when vehicle individual categories are com-
pared to each other. This section first presents the overall results
for a typical fleet of vehicles, followed by results for some of the
major vehicle groups. The analysis discussed here only covers
model predictions of primary exhaust PM. This does not include
model predictions of secondary PM or brake, tire, or re-entrained
road dust.

Figure 12 summarizes predictions from PART5-TX1 and
PART5 over a ten-year period beginning in 1995. Shown is a
hypothetical vehicle fleet, typical for a large metropolitan area.
Relative to the PART5 model, empirical data indicate that fleet
emissions will probably not decrease as rapidly as previously pre-
dicted. This is probably due to the assumption in PART5 that new

Table 5 ZML and DET1 values for PART5-TX1

Fig. 9 Light-duty gasoline vehicle zero mile level „ZML… and deterioration rate „DET… curves
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vehicles stay clean throughout their useful life. We know from the
in-use data that PM emissions from new vehicles increase over a
certain period, depending upon the vehicle type. This observed
trend decreases the ‘‘cleansing’’ influence of cleaner, newer tech-
nology vehicles entering the fleet and dirtier, old technology ve-
hicles leaving the fleet with time.

As the graph in Fig. 12 demonstrates, the change in modeled
predictions from the PART5 to the new PART5-TX1 model is
apparent when looking at overall results for a fleet. However, this
masks some of the more striking differences, which are revealed
by comparing results for certain vehicle groups. Figure 13 com-
pares the PART5 prediction for light-duty gasoline passenger cars
~LDGVs! to those from the PART5-TX1 model. Because PART5-

TX1 included recently developed empirical data, the comparison
of results for LDGVs parallels the conclusions of recent studies:
PART5 underpredicts PM emissions from LDGVs~Cadle @1#,
Norbek@2#, and Whitney@3#!. For LDGVs, the effect of including
real-world data was to increase the predicted emissions.

In-use data had a different effect on heavy-duty diesel vehicle
predictions. Figure 14 compares PART5 to PART5-TX1 predic-
tions for heavy-duty diesel trucks~HDDVs! and buses. The trend
shows that during the late 1990s, PART5-TX1 predicts heavy-duty
fleet emissions similar to the EPA PART5 model. After 2000,
PART5-TX1 predicts higher PM emissions than the PART5
model. This effect is probably due to the high deterioration rates
observed in newer model year HDDVs and buses.

Fig. 10 Heavy-duty diesel truck zero mile level „ZML… and deterioration rate „DET… curves

Fig. 11 Diesel bus zero mile level „ZML… and deterioration rate „DET… curves
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Summary
PART5-TX1 was developed for the TNRCC as an ‘‘in-house’’

tool for modeling exhaust PM emissions from motor vehicles. The
model was modified based on in-use data acquired from more than
1000 gasoline and diesel in-use vehicles. Assumptions in the new
model are based upon empirical, in-use data~versus mainly certi-
fication data in the PART5 model!. Thus, PART5-TX1 is a more
appropriate planning tool for helping reduce mobile source PM
emissions. It is prepared such that it can be kept current or revised
as the latest in-use emission data become available. The new
model, PART5-TX1, predicts that current mobile source exhaust
PM emissions are higher and will not decrease as rapidly as the
PART5 model predicts.

Conclusions
Comparison of results from PART5-TX1 to PART5 validates

the concerns raised by others about PART5. Overall, the PART5-
TX1 model predicts that vehicles will emit more exhaust PM in
the future than the PART5 model predicted. This difference is
especially significant when looking at only light-duty gasoline ve-
hicles.

Some of the zero-mile emission levels and deterioration rates
calculated from the empirical data are quite unexpected. For ex-
ample, new diesel trucks appear to deteriorate more quickly than
expected. It is difficult at this point to definitively determine if
these results are due to sample bias in the heavy-duty chassis
dynamometer emissions data set, or due to actual deterioration of
the equipment in the vehicles.

The new model is designed to be easily updated as new chassis
dynamometer data are collected, and TNRCC will update the
model as appropriate.

Table 6 Comparison of features between PART5 and PART5-
TX1

Fig. 12 PART5 and PART5-TX1 typical fleet predictions, 1995 to 2005

Fig. 13 PART5 and PART5-TX1 predictions for light-duty gasoline vehicles
from calendar year 1995 to 2005
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Recommendations
It was evident as the new model was developed that the data set

is still small for many vehicle types. The authors welcome any
data which may have been missed in this analysis.

It is important that new PM emissions studies be designed to fill
areas of the in-use PM emissions database that are currently defi-
cient. Areas with a particularly small data set currently are: recent
model years of all vehicle types~especially 1997 and newer!,
older diesel trucks, and medium heavy-duty diesel trucks~Class 6
& 7!. As these new data are collected, PART5-TX1 can be easily
updated.

It would be helpful to have more information about the duty
cycles of various classes of heavy-duty vehicle. That information
could be used to develop driving cycles that better represent on-
road conditions for data collection on chassis dynamometers.

It may be appropriate to incorporate the effects of altitude, tem-
perature, and humidity into future versions of the model. More
data are needed to answer these and other related questions arising
from this study.

Viewing the scatter plots in Figs. 7 and 8 gives rise to the
question of data uncertainty. It is beyond the scope of this project
to rigorously address data uncertainty. It was felt that since
PART5-TX1 is an initial step to improve the prediction of in-use
fleet particulate emissions, the larger issue of vehicle equipment
deterioration was the most important. By including the concepts
of ZML and DET into the model and basing the model upon
in-use data, the basis for future improvements has been estab-
lished. It may be appropriate to address data uncertainty in future
refinements to the model.
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Nomenclature

bhp 5 brake horsepower
BSFC 5 brake-specific fuel consumption
CBD 5 central business district
CFR 5 U.S. Code of Federal Regulations
CO 5 carbon monoxide

CO2 5 carbon dioxide
CRC 5 Coordinating Research Council
CVS 5 constant volume sampling
DET 5 deterioration rate
EPA 5 U.S. Environmental Protection Agency

ERG 5 Eastern Research Group
FTP 5 Federal Test Procedure
FTA 5 U.S. Federal Transit Administration

g 5 gram
gal 5 gallon

GVW 5 gross vehicle weight
HC 5 hydrocarbons
HD 5 heavy duty

HDCC 5 heavy-duty chassis cycle
hp 5 horsepower
hr 5 hour
kg 5 kilogram
km 5 kilometer
kW 5 kilowatt

L 5 liter
lb 5 pound

LD 5 light duty
mi 5 mile

MOUDI5 micro-orifice uniform deposit impactor
NAAQS5 National Ambient Air Quality Standards
NDIR 5 nondispersive infrared
NOX 5 oxides of nitrogen
PM 5 particulate matter
rpm 5 revolutions per minute

SwRI 5 Southwest Research Institute
TNRCC5 Texas Natural Resource Conservation Commission
UDDS 5 urban dynamometer driving schedule

yr 5 year
ZML 5 zero mile level

mm 5 micrometer
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Reduction of NOx and Particulate
Emissions by Using
Oxygen-Enriched Combustion Air
in a Locomotive Diesel Engine
This paper discusses operational and emissions results obtained with a locomotive (two-
cylinder, EMD 567B) research diesel engine when oxygen-enriched combustion air is
used. An operating regime was identified in which particulates andNOx could be reduced
simultaneously when the concentration of intake air oxygen, fueling rate, and injection
timing were optimized. Using oxygen from an external source, particulates were reduced
by approximately 60% andNOx emissions were reduced by 15–20% with the optimal
operating strategy. Higher gross power, lower peak cylinder pressures, and lower brake-
specific fuel consumption were also observed. Gross power was increased by about 15–
20% at base peak combustion pressure, and gross brake-specific fuel consumption was
decreased by 2–10% with load. The effect of achieving oxygen enrichment by means of an
air separation membrane is beyond the scope of the current study.
@DOI: 10.1115/1.1563236#

Introduction
Research efforts worldwide are focused on improving the diesel

engine’s performance and emissions characteristics by using nu-
merous combustion and exhaust after-treatment techniques. With
stricter emissions regulations, the focus has been narrowed toward
in-cylinder combustion enhancements. Although the emphasis is
on emissions research, performance improvements for diesels are
also sought, particularly for large diesel engine applications~such
as locomotives!. Higher power density~power-to-displacement
volume!, higher smoke-limited brake torque with lower transient
power demands, and lower brake specific fuel consumption~bsfc!
are desired to sustain the dominance of diesel engines. Among
many operating and design variables of diesel combustion, fueling
strategies offer wide benefits, particularly significant reductions in
exhaust emissions without reductions in performance.

To further improve performance and lower exhaust emissions,
one of the least-exploited variables has been oxygen concentration
in the combustion air, which is the subject of the current study.
The use of oxygen-enriched intake air can significantly reduce
particulate emissions, improve power density, lessen ignition de-
lay, and allow the use of lower-grade fuels.

Air delivered to engines can be enriched in oxygen by selective
permeation through a nonporous polymeric membrane,@1#. The
basic principle of membrane operation and various designs and
operating characteristics are described in Poola et al.@2#. The suc-
cess of oxygen-enriched air utilization depends on the availability
of a reliable, compact, and economical membrane that is able to
produce the desired air composition onboard, depending on en-
gine demands. Early attempts,@3,4# to use membranes to supply
oxygen-enriched combustion air for diesel engines had limited
success because of large driving force requirements and the mem-
brane.

With advances in the development of newer membrane materi-
als and coating techniques, module size and driving power re-
quirements have been significantly reduced over the last few years
and are now becoming attractive for combustion engines. The

authors have demonstrated the feasibility of a small-size prototype
membrane for light-duty applications,@5#, but scaling up to bigger
modules that are appropriate for large diesel engines is still in the
research phase. Membranes need to be further developed and op-
timized to adapt to diesel engine intake conditions~low pressure
drop and pressure differential across the module!. Nevertheless,
the potential of intake air oxygen-enrichment needs to be further
explored to eliminate its key drawback, which is high NOx . The
present study was aimed at re-examining key operating param-
eters and finding ways to obtain favorable NOx-particulates and
NOx-bsfc tradeoffs.

Oxygen-Enriched Combustion. A few studies were made in
the past evaluating the effects of oxygen-enrichment~oxygen con-
centration up to 35% by a few studies were made in the past
evaluating the effects of oxygen-enrichment~oxygen concentra-
tion up to 35% by volume!! on both direct-injection and indirect-
injection diesel engines,@6–13#. These studies have been carried
out with the objective of reducing smoke, particulates, hydrocar-
bons, and carbon monoxide emissions. A majority of these studies
report significant reductions in exhaust emissions, except for NOx
emissions. With the increased oxygen content in the combustion
air, additional fuel can be burned to increase the indicated power.
Oxygen enrichment of combustion air allows ignition with mini-
mum amounts of premixed fuel, because it reduces the ignition
delay and premixed combustion period,@8,14–16#. Nonetheless,
with higher oxygen levels in the combustion air, the flame tem-
peratures are higher, which increases in-cylinder formation of
NOx emissions. The reduction in the ignition delay period helps
retard injection timing~without adversely affecting power and
particulate emissions! so that NOx emissions can be reduced to a
certain extent, but it is difficult to attain the baseline NOx levels.
In the past, water-emulsified fuels,@17#, low-grade fuels,@18#, and
water addition in the intake air,@19#, were attempted to reduce
accompanying NOx emissions, but success was limited. In the
current work, key operating variables~such as concentration of
oxygen in the combustion air, fueling rate, and injection timing!
were systematically evaluated in an effort to minimize particulate
and NOx emissions and yet maintain superior performance.

Oxygen-Enrichment Strategies. Air quality can best be de-
scribed by the ratio of mole fraction of nitrogen to oxygen. Be-
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cause of changes in oxygen concentration associated with oxygen-
enriched air, the standard mixture-quality terms, such as air-to-
fuel ratio, equivalence ratio, and excess air factor, are misleading.
To better characterize oxygen-enriched combustion under differ-
ent oxygen concentration and fueling rates, and to compare those
rates with those associated with using standard ambient air for
combustion, the oxygen-to-fuel ratio is more indicative of mixture
quality. For a given engine displacement and amount of intake air
delivered, three different operating regimes exist, on the basis of
the contents of oxygen and fuel in a cylinder, as given below:

1. Rich oxygen-to-fuel ratio: For a constant fuel input, increas-
ing the oxygen content in the air such that

Soxygen

fuel D
amb

,S oxygen

fuel D
OE

.

2. Constant oxygen-to-fuel ratio: Increasing both the oxygen
content in the air and the fuel input such that

Soxygen

fuel D
amb

5S oxygen

fuel D
OE

.

3. Lean oxygen-to-fuel ratio: Increasing the oxygen content of
air and disproportionately increasing the fuel input such that

Soxygen

fuel D
amb

.S oxygen

fuel D
OE

.

~The subscripts amb and OE stand for conditions with ambient
and oxygen-enriched combustion air, respectively.!

Many previous oxygen-enrichment studies used the first oper-
ating strategy listed above, and the benefits~such as lower smoke
and particulates! were well documented from those studies. Un-
fortunately, this strategy offers unfavorable NOx-particulates and
NOx-bsfc tradeoff characteristics, which will be discussed later.
For a given excess air factor, adding oxygen to the combustion air
can influence high-temperature kinetics, but the resulting overall
emissions and performance benefits are less attractive. Altering
the oxygen-to-fuel ratio, as described in cases 2 and 3, is impor-
tant to further exploit kinetically controlled combustion. The start
of fuel injection timing is another independent variable, which can
be combined with delineated cases to achieve potential benefits of
the oxygen-enriched combustion air. The authors have examined
the potential of strategies 1 and 2 by using an analytical model,
and the results were reported in other work,@14,20#.

In this paper, the results of using all three possible oxygen-
enrichment strategies, along with the combination effect of injec-
tion timing, are reported. Unlike many previous attempts, the
maximum oxygen concentration was limited to 27% by volume.
Previous studies,@3,9,10,18#, have shown that oxygen concentra-
tion higher than 27% offered marginal reductions in smoke and
particulates, but NOx emissions were higher by a factor of 2 to 4
from base levels.

Experimental Setup and Test Procedure
The test engine for the current study was a two-cylinder two-

stroke EMD 567 locomotive diesel engine. An appropriate re-
search diesel engine, representing current production locomotives,
was unavailable at the time this study was conducted. Instead, an
older version, the 567 series engine, was employed. Previously,
this test engine was configured for conducting silver lubricity
tests. For the current studies, the engine’s hardware was upgraded
appropriately with adequate instrumentation for conducting per-
formance and emissions research. The major specifications of the
test engine are shown in Table 1.

The oxygen-enrichment system consists of an external source
of liquid oxygen, pressure regulators, a flow control valve, an
evaporator, and oxygen sensors. Special pressure regulators were
employed to handle the liquid oxygen. The liquid oxygen from an
external mobile tank was bought in to the test cell by a flexible
hose at a regulated pressure of about 5 bar~70 psi!. Subsequently,
the oxygen pressure was reduced to 0.35 to 0.7 bar~5 to 10 psi! by

using another pressure regulator and sent to an evaporator. The
liquid oxygen was vaporized in the evaporator, and then intro-
duced at the engine’s air filter section. Since the test engine was
fitted with a Roots blower for supercharging, both the ambient air
and pure oxygen in the gaseous state were drawn simultaneously
into the blower unit, compressed, and delivered into the intake
manifold ~air box!. The oxygen concentration of the combustion
air was monitored by using an oxygen sensor in the exhaust and
by sampling into the emissions bench from the air box section.
The flow rate of the liquid oxygen was adjusted to maintain a
constant~desired! oxygen concentration level in the combustion
air. Oxygen concentration and suction pressure were also moni-
tored in the crankcase to ensure safety.

The cylinder head was instrumented with a combustion pres-
sure transducer by using the existing cylinder relief valve~CRV!
port access. A strain gauge was mounted on the injector rocker
arm to sense the dynamic injection timing. The test fuel was stan-
dard no. 2 diesel. The engine was connected to a generator for
steady-state testing. The test engine was instrumented to measure
the temperature, pressure, and flow rate of air intake, exhaust,
water, lube oil, and fuel systems. A laminar-flow element was
used to measure the intake airflow, and a Micro Motion-type de-
vice was used to measure the fuel mass flow rate. The Horiba
emissions bench~THC/FID, CO and CO2 /NDIR, NOx /CLD,
O2 /paramagnetic) was employed to measure various gaseous
emissions that include THC, CO, CO2 , O2 , and NOx . The THC
sample lines were heated to maintain a constant 175°C. Steady-
state particulates were measured on a gravimetric basis by using a
mini-dilution tunnel and EPA-recommended 70-mm filter papers.
The diluted exhaust sample was analyzed for CO2 composition.

Steady-state engine tests were conducted at eight different
throttle settings that correspond to locomotive notch schedule,
with each one providing a constant amount of torque at a gov-
erned engine speed. Nominal oxygen concentrations of 21%,
23%, 25%, and 27% by volume in the combustion air were em-
ployed in the current tests. To maintain a constant oxygen-to-fuel
ratio, the fueling rate was predetermined for a given oxygen con-
centration level and adjusted by controlling the throttle at a con-
stant speed~unlike the standard engine test condition, the torque
output was not controlled!. Since the test engine was equipped
with a mechanical unit injector, changing the mechanical settings
varied fuel injection timing. Baseline performance and emissions
corresponded to engine intake air with ambient air of 21% oxygen
concentration and the prescribed injection timing and fueling rate
per manufacturer’s recommendations. Since the test engine was
originally manufactured prior to the locomotive emissions regula-
tion, injection timing and fueling rate were optimized for only
performance~horsepower and brake specific fuel consumption! at
each throttle notch position. Therefore, the recommended injec-
tion timing and fuel rate settings at each throttle notch position
may not be optimal for both performance and emissions, but were

Table 1 Technical specifications of the test engine

Parameter Value

Bore, mm~in.! 216 ~8.5!
Stroke, mm~in.! 254 ~10!
Connecting rod length, mm~in.! 584.2~23!
Displacement, liters~cubic in.! 9.3 ~567!
Compression ratio 16:1
Rated speed, rpm 835
Rated brake power, kW~bhp! 140 ~188!
Cycle two-stroke
No. of cylinders 2
No. of exhaust valves/cylinder 4
No. of intake ports/cylinder 18
Fuel injector mechanical unit injector
Beginning of fuel injection 16.5° BTDC @ full load
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considered as ‘‘baseline’’ for the present study. Obviously, any
attempt to alter these prescribed settings would change the perfor-
mance and/or emissions.

In the present study, no attempts were made to optimize the
engine with respect performance or emissions before it was sub-
jected to the studies on oxygen-enriched combustion air. Injection
timing retard tests were conducted with ambient air~21% oxygen
concentration! to establish the NOx and particulates tradeoff char-
acteristics and also to compare with oxygen-enriched combustion
air cases. Injection timing sweeps with oxygen enrichment were
conducted only at full load to develop optimal timing so that
lower NOx and particulate emissions could be achieved while
maintaining the base fuel consumption. A nominal 25% oxygen
concentration~selected arbitrarily! was tested by using a lean
oxygen-to-fuel-ratio strategy. Because of limitations on the fuel
pump and the maximum safe power output of the test engine, the
fueling rate was increased to only 10%~above the fueling rate at
which a constant oxygen-to-fuel ratio is maintained! to maintain a
lean oxygen-to-fuel ratio. Because of the limitation on the maxi-
mum fueling rate at full load, neither a true constant or lean
oxygen-to-fuel ratio at 27% oxygen-enriched air was attained.

Results and Discussion
The test results are discussed in the order of the three different

mixture qualities of oxygen-enriched combustion. Particulates and
NOx emissions are selected to illustrate the emissions characteris-
tics, and peak cylinder pressure was compared to depict the com-
bustion between ambient air and oxygen-enriched combustion air
conditions. Throughout the paper, oxygen concentrations were ex-
pressed by percent volume. With oxygen-enrichment cases, brake
power was referred to as gross brake power because the oxygen
source was external.

Rich Oxygen-to-Fuel Ratio. The effects of oxygen-enriched
combustion air at a rich oxygen-to-fuel ratio~constant fueling
rate! on exhaust emissions are engine-specific, but the qualitative
trends were well established in many earlier studies. Figure 1
shows the results obtained from the test engine when 21%~ambi-
ent air!, 23%, 25%, and 27% oxygen-enriched air was used in the
engine intake. The fueling rate was maintained constant for both
ambient air and oxygen-enriched air conditions. As a result of
using oxygen-enriched air, particulates were significantly lower
~30–70%! and NOx emissions were much higher~50–150%! at all
of the notch positions, compared with using ambient air. The re-
ductions in particulates were more significant at part load than at
full load, whereas the increase in NOx was more uniform across
the load. Qualitatively, these trends corroborate very well with test
data available in the literature. Not surprisingly, power output was
minimally affected by the different oxygen concentration levels
because of the constant fueling rate. The net outcome of variations
in combustion and heat transfer changed the power output very
little.

The higher combustion temperatures with oxygen-enrichment
were reported on the basis of adiabatic stoichiometric flame tem-
perature calculations,@16,20#, and in-cylinder combustion tem-
perature measurements,@21,22#. It is believed that the high-
temperature combustion resulted in higher soot oxidation and NOx
formation reactions. When oxygen concentration was increased
from ambient air, 21% to 23% by volume, particulates were re-
duced considerably. Further increases in oxygen concentration to
25% or 27% resulted in a marginal decrease in particulates. On
the other hand, NOx emissions continued to increase with an in-
crease in oxygen concentration. NOx formation is a strong func-
tion of temperature; higher oxygen concentrations led to higher
combustion temperatures and thus higher NOx emissions.

The majority of the combustion processes in diesel engines are
often described as~fuel-air! mixing-controlled combustion, but
the local temperature and oxygen and fuel concentrations dictate
the combustion kinetics, in particular, the kinetics of soot
formation/oxidation. The total particulates measured from the en-

gine consist of volatile organic fractions and soot. The engine-out
soot levels depend on the resulting soot formation and oxidation
reactions occurring simultaneously during the combustion pro-
cess. Several fundamental studies on soot~carbon! oxidation phe-
nomena with respect to oxygen concentration exist in the litera-
ture, @e.g., @23–26##. For example, Bews et al.@26# have studied
the intrinsic kinetics of small carbon particles in different mixtures
of O2 and N2 at temperatures up to about 1300 K and reported that
carbon oxidation kinetics is half-order in O2 . On the other hand,
many reports were cited in the Ref.@26# on the order of reaction,

Fig. 1 Effects of intake air oxygen-enrichment at a rich
oxygen-to-fuel ratio „constant fueling rate … on emissions and
brake output
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which falls between zero and one. In the above cited studies, the
findings on the kinetic order are influenced by the variables that
were investigated, including temperature, oxygen concentration,
carbon structure, and the presence of other chemical constituents
~which might interact and/or alter carbon and oxygen oxidation
reactions!. The variations in structure and chemical constituents of
soot being generated in diesel combustion add further complexity
to knowing for certain about the order of reaction between oxygen
and soot.

In the combustion studies relevant to diesel engines, higher soot
oxidation reaction rates were reported by Iida@21# using a rapid
compression machine with oxygen-enriched air. More recently,
Donahue and Foster@22# have noticed that engine in-cylinder
temperatures were higher~K-L factors were lower! within the

mixing-controlled portion of the combustion cycle when 23%
oxygen-enriched air was used. Ignition delay is another important
measured parameter in engine studies from which soot formation
can be inferred. Many previous diesel engine studies demon-
strated that ignition delay is shorter with oxygen-enriched air,
@8,14–16#. The shorter ignition delay~thus lower soot formation!,
the higher in-cylinder temperatures during mixing-controlled
combustion and the higher soot oxidation rates are believed to be
responsible for such a drastic reduction in the observed particulate
emissions when oxygen concentration is increased from 21%~am-
bient! to 23%. However, the reductions in particulate emissions
were marginal with oxygen concentrations higher than 23%.
These findings corroborate well with Argonne’s previous findings,
@3,9,18#, and others,@10#, on oxygen-enrichment for diesel en-
gines, but contradict with few others,@7#, who reported first-order
reaction of soot with oxygen concentration. Among these diesel
engine studies, the variations in combustion chamber characteris-
tics and operating conditions led to some discrepancies in the
reported total particulate emissions reductions with different in-
take air oxygen concentrations. This further confirms the complex
interactions of mixing and local stoichiometry in diesel combus-
tion, which lead to different engine-out soot levels with oxygen
concentration. For the conditions tested in the test engine, an oxy-
gen concentration of about 23–25% seems to be optimal to
achieving lower engine-out soot levels across the load range. In-
cidentally, these moderate oxygen-enrichment levels will trigger
drastic increases in NOx formation. When nominal 23% oxygen-
enriched air is used under the conditions of full engine load, par-
ticulates are reduced by about 30% and NOx is increased by about
50% with no change in brake power. A 50% increase in NOx ,
however, is not favorable. From a practical viewpoint, a rich

Fig. 2 Effects of constant oxygen-to-fuel ratio on particulate,
NOx , THC, and CO emissions and brake power

Fig. 2 „Continued …
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oxygen-to-fuel ratio yields particulate reduction at the expense of
high NOx emissions and loss of power to drive the membrane.

Constant Oxygen-to-Fuel Ratio. The additional oxygen con-
centration in the combustion air can be utilized to burn more fuel,
thus producing more indicated power. The other known methods
to increase the indicated power for a given displacement volume
are increased turbocharging, oxygenated fuels, and higher com-
pression ratios. Higher charge densities with increased turbo-
charging, oxygen-enriched combustion air, and oxygenated fuel
are similar in increasing the availability of oxygen in the cylinder
for combustion. But differences exist in the physical and operating
requirements for such increased oxygen concentrations.

For example, in the case of turbocharging, both nitrogen and
oxygen in the air are compressed to a higher pressure, and so the
work involved in compressing nitrogen is clearly a drawback.
Also, there are practical limits to boosting the intake manifold
pressure before the complexity and losses associated with com-
pressing the air are increased considerably~e.g., need for multi-
stage turbocharging and intercooling!. On the other hand, with an
oxygenated fuel, a certain amount of energy is required in both
adding and/or breaking oxygen molecules from hydrocarbon fuel,
and there is a limit on the amount of oxygen that can be added. In
comparison, oxygen enrichment via an air separation membrane
offers an effective way to increase the overall oxygen~available in
its free form! concentration for combustion.

To maintain a constant oxygen-to-fuel ratio for both ambient
and oxygen-enrichment cases, the fueling rate was increased in
proportion to the oxygen enrichment. Figure 2 shows the results
obtained on the test engine with 23%, 25%, and 27% oxygen-
enriched air cases compared with those obtained using ambient
air. When a constant oxygen-to-fuel ratio was maintained, particu-
lates and NOx trends were quite similar, but gross power output
was considerably different from that obtained by using a rich
oxygen-to-fuel ratio ~constant fueling rate!. With a constant
oxygen-to-fuel ratio, the gross brake power was increased by 11–
22% when oxygen concentration was raised from 23% to 27%.
Such an increase in power is expected because of differences in
the fueling rate and resulting mixture quality. Like the rich
oxygen-to-fuel ratio case, the maximum reductions in particulates
were obtained when 23% oxygen-enriched air was used. Particu-
lates changed little with further increases in oxygen concentration
from 23% to 25% or 27%.

With a constant oxygen-to-fuel ratio, NOx emissions exhibit
similar trends with those obtained by using a rich oxygen-to-fuel
ratio, although the increase in NOx was slightly lower. For ex-
ample by using 23% oxygen-enriched air, NOx was increased by
about 43% and 50% when the oxygen-to-fuel ratio was main-
tained constant and rich. For similar particulate and NOx charac-
teristics, achieving higher gross power was a beneficial outcome
of applying a constant oxygen-to-fuel ratio. If the membrane’s
parasitic load offsets the power improvements, applying a con-
stant oxygen-to-fuel ratio results in lower particulates at the ex-
pense of higher NOx , which is still unattractive for current diesel
engines. If using an exhaust after-treatment technique reduces
NOx emissions, the advantages of higher indicated power and
lower particulates with oxygen-enriched air are imperative.

The total hydrocarbons~THC! and carbon monoxide emissions
obtained with different oxygen-enrichment cases were compared
with those of baseline and are shown in Fig. 2. The total hydro-
carbon emissions were significantly reduced at engine part loads
when oxygen concentration increased from 21% to 23%, but
thereafter there was no change in the observed THC levels. The
THC trends were similar to those for particulate emissions when
higher than 23% oxygen concentrations were utilized. On the
other hand, CO emissions were considerably lower at higher loads
but marginally higher at part loads with different oxygen-
enrichment levels when compared to the ambient air case. The
variations in part-load CO emissions are marginal to establishing a
definitive relationship with oxygen concentration.

Constant Oxygen-to-Fuel Ratio With Retarded Injection
Timing. Fuel injection timing can influence the
NOx-particulates tradeoff, which is an established behavior. Few
attempts have been made to study injection-timing effects while
using oxygen-enriched combustion air at rich oxygen-to-fuel ratio
conditions,@3,9,17#. The underlying idea was to exploit the short
ignition delays encountered with rich oxygen-to-fuel ratios so that
NOx could be lowered. But earlier studies showed little promise in
achieving the base NOx levels. Also, no timing sweep studies were
made at a constant oxygen-to-fuel ratio.

In the current work, timing sweeps were conducted at engine
full load by using 23% and 25% oxygen-enriched air while main-
taining a constant oxygen-to-fuel ratio. Injection timing was kept
retarded~results are not shown! such that the brake specific fuel
consumption~bsfc! was no more than that with the ambient air at
standard timing. From these tests, it was found that timing re-
tarded by 7 deg from the baseline yielded a favorable
NOx-particulates and NOx-bsfc tradeoff at both oxygen-
enrichment levels tested. For all the subsequent tests at full load,
injection timing was retarded~fixed! by 7 deg from the standard
timing. The injection timings at other lower throttle positions were
uniformly retarded, but the actual timing retarded~in degrees
crank angle! followed the load-dependent timing settings incorpo-
rated within the mechanical unit injection~MUI ! system. In loco-
motive diesel engines, typically, injection timing is advanced from
top dead center with engine load.

Figure 3 shows the results when injection timing was retarded
by 7 deg while constant oxygen-to-fuel ratios of 21%, 23%, 25%,
and 27% oxygen were maintained. Overall, particulates, NOx ,
and gross brake power exhibited qualitative trends that were simi-
lar to those obtained at standard timing. By using ambient air at
retarded timing, NOx was reduced, but particulates increased,
which corroborates with a known behavior. Conversely, particu-
lates were significantly reduced with oxygen-enriched air, even at
retarded injection timing. These reductions were about 50–75%
and were quite significant at both part load and full load~notches
2 and 8, respectively!. Like in previous cases, the maximum re-
duction in particulates was obtained with 23% oxygen-enriched
air, and thereafter it changed little. However, quantitatively, par-
ticulates were relatively higher than those obtained at standard
timing. For example, at 23% oxygen-enriched air, the amount of
particulates increased from 0.077 to 0.11 g/kW-h when timing was
changed from standard to 7 deg retard. Noticeably, the amount of
particulates from oxygen-enriched air at retarded timing was
much lower than that obtained by using ambient air at standard
timing at all throttle conditions. The shorter ignition delay and
higher soot oxidation reaction rates~higher temperatures! during
the later part of the combustion cycle are believed to be respon-
sible for such low engine-out particulate emissions.

As expected, NOx emissions were relatively lower with ambient
air at retarded timing, but when oxygen-enriched air is used, they
were higher, and these trends were quite similar with those ob-
tained at standard timing. Since the combustion temperatures were
expected to be lower at retarded timing, NOx emissions were rela-
tively lower than those obtained at standard timing~compare Figs.
1(b) and 2(b)).

With oxygen-enriched air and at retarded timing, the gross
brake power was higher by about 17–30% when compared with
ambient air. The percentage gain in output was relatively higher at
retarded timing than at standard timing~compare Figs. 2(c) and
3(c)). The promotion of late-cycle soot burn out could lead to
higher energy conversion rates and thus increased power. As ex-
pected, the gross power increased with an increase in oxygen
concentration in the combustion air, except at notch-8, where 27%
oxygen-enriched air was used. The power output when using 27%
oxygen-enriched air did not reflect the increase in power because
a true constant oxygen-to-fuel ratio was not maintained. The limit
on the fuel pump and the safe operating power limit on the engine
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prevented the attainment of such a mixture quality; otherwise, the
power output would be higher when compared with 25% oxygen-
enriched air.

Attempts to achieve higher indicated power from a given dis-
placement volume were constrained by the mechanical and ther-
mal limits of the components, as well as by emissions limits.
Before the material’s limits are reached, emissions~visible smoke
and particulates! will generally limit the maximum attainable out-
put. Although particulates were not an issue while obtaining
higher outputs with higher oxygen levels, it is important to exam-
ine the peak combustion pressures, which often represent an en-
gine’s mechanical and thermal threshold. The gross brake power
attained with different oxygen-enriched levels was compared
against respective peak cylinder pressures and is shown in Fig. 4.
At both standard and retarded injection timings, peak cylinder

pressure increases with an increase in oxygen concentration and
thus brake power. However, the increase in peak cylinder pressure
was not proportional to the increase in brake power.

For example, at standard injection timing, when the brake out-
put was increased by 22%, the peak cylinder pressure was in-
creased by only 12%. Using other methods of increasing power,
such as increased turbocharging or increased displacement vol-
ume, the cylinder pressures would have increased proportionately,
@20#. The smaller increase in peak cylinder pressures is clearly an
advantage associated with using oxygen-enrichment to increase
cylinder output. This outcome is achievable primarily because
of the shorter ignition delay and premixed combustion
duration,@15,16#.

Retarding the injection timing can further reduce peak cylinder
pressures. As shown in Fig. 4, by retarding the injection timing by
7 deg crank angle, higher cylinder outputs were attained at any
oxygen-enrichment level, and the respective peak cylinder pres-
sures were considerably lower than those obtained at ambient air
and standard injection timing. Compared with using ambient air,
30% more power can be generated by using appropriate oxygen
concentration, fueling rate, and injection timing without exceed-
ing the base peak cylinder pressure. Such a benefit is difficult to
attain by using any other known practical techniques. In addition,
recovering part of the increased exhaust energy~normally associ-
ated oxygen-enriched air! through a bottoming cycle can further
boost the power output at the base peak cylinder pressure limit.
The authors have analytically examined the potential of enhancing
the power output by about 10–20% by using a heat recovery
system,@20#. For a given limit on peak cylinder pressure, the
benefit of higher power output achieved by using oxygen-enriched
combustion rather than increasing boost with turbocharging was
evident. Therefore, the use of oxygen-enriched air can be consid-
ered as an alternative or a complementary method to boost the
power output without exceeding mechanical and/or thermal limits.

Lean Oxygen-to-Fuel Ratio. In consideration of lower par-
ticulates and higher power with a constant oxygen-to-fuel ratio, it
is imperative to add more fuel using higher oxygen levels in the
combustion air. The results obtained by using such a lean oxygen-
to-fuel ratio strategy at standard injection timing are shown in Fig.
5. For comparison, 25% oxygen-enriched air was used for all the
three operating strategies~rich, constant, and lean oxygen-to-fuel
ratio!. Noticeably, the power output was significantly higher with
a lean oxygen-to-fuel ratio when compared with either a rich or
constant oxygen-to-fuel ratio. The increase in power was a func-
tion of fueling rate at a given oxygen content. When compared
with a constant oxygen-to-fuel ratio, a 10% increase in fueling
rate resulted in a 10–20% increase in brake power. Theoretically,
fueling rate could be further increased to attain a higher power

Fig. 3 Effects of constant oxygen-to-fuel ratio with retarded
fuel injection timing on particulates, NO x , and brake power

Fig. 4 Comparison of cylinder peak combustion pressures ob-
tained while increasing the brake output using oxygen-
enriched air
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output by using all of the oxygen available in the cylinder, but
mechanical, thermal, and emissions limits will prevent such~be-
tween lean to stoichiometric! oxygen-to-fuel ratios.

The resulting particulates and NOx emissions exhibit character-
istics similar to those seen in the previous cases. Interestingly,
both were relatively lower than the other two cases at 25%
oxygen-enriched air. The lower particulates demonstrate the domi-
nance of soot oxidation reactions under these lean oxygen-to-fuel
ratio conditions. Although, relatively speaking, it is a lean oxygen-
to-fuel ratio condition; the amount of oxygen available in the cyl-
inder is much higher than the stoichiometric requirement for the
fuel to burn completely. It is believed that the available tempera-
ture window for soot oxidation is much longer, and so soot oxi-

dation reactions increase. However, it may be difficult to achieve
complete combustion due to mixing-limited combustion, in par-
ticular at the tail end of combustion cycle. A lean oxygen-to-fuel
ratio ~at a fueling rate 10% higher than that at a constant oxygen-
to-fuel ratio! has greater potential for lower particulate emissions
and optimal brake power than at a rich or constant oxygen-to-fuel
ratio, however, timing studies were conducted only at constant
oxygen-to-fuel ratio. As discussed previously, combustion tem-
peratures were higher with oxygen-enriched air and thus higher
NOx emissions. Except at notch 6, NOx emissions were quite
similar under both lean and constant oxygen-to-fuel ratios. How-
ever, because of the relatively fuel-rich conditions, the rate of NOx
formation was slower, but it was much higher than the rate of NOx
formation under ambient air conditions.

Performance and Emissions Tradeoff. It is worthwhile to
compare the performance and emissions tradeoff when consider-
ing all of the operating parameters that were investigated~i.e.,
oxygen concentration, fueling rate, and injection timing! under
different operating strategies simultaneously. For the current dis-
cussion, only results at notch 8~full load! were compared. Inci-
dentally, the full-load operating point is very important for loco-
motive diesel engines with respect to performance and emissions
because the emissions at full-load contribute to the majority of the
federal emissions duty-cycle average, particularly for line-haul lo-
comotives. Additionally, the full-load performance is critical for
railroad operators serving major line-haul locomotive operations.

Figure 6 shows the particulates and NOx emissions when oxy-
gen concentration, fueling rate, and injection timing were varied

Fig. 5 Power and emissions characteristics with three differ-
ent oxygen-enrichment strategies

Fig. 6 Comparison of performance and emissions with dif-
ferent oxygen concentration, fueling, and injection-timing
strategies
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to maintain rich, lean, and constant oxygen-to-fuel ratios. Be-
tween rich and constant oxygen-to-fuel ratios, the latter was more
beneficial at obtaining lower particulate and NOx emissions at any
oxygen-enrichment level. This again explains the maximum po-
tential of combustion enhancements by altering the chemical ki-
netics under mixing-limited combustion. At retarded injection tim-
ing with a constant oxygen-to-fuel ratio, particulates were
significantly reduced and, surprisingly, NOx emissions were also
lower with certain oxygen concentration levels. Beyond 23–24%
oxygen enrichment, there was no change in particulate emissions,
but NOx emissions were higher than the base level. An operating
regime exists in which both particulates and NOx could be simul-
taneously lowered. For the test engine, such a window was iden-
tified between 21% and 24% oxygen-enriched air while a constant
oxygen-to-fuel ratio is maintained and injection timing is retarded
by 7 deg from the base level. Such a window of simultaneous
reduction of particulates and NOx could be identified in any diesel
engine, provided that the key operating variables—oxygen con-
centration, fueling rate, and injection timing—were properly opti-
mized. In light of these findings, it was further confirmed that
changing the oxygen concentration alone was not a preferred ap-
proach in the overall aim of lowering both particulates and NOx
and the potential to obtain higher indicated power.

On the basis of current experimental investigations on the test
engine, an optimum oxygen-enrichment strategy was identified
that is beneficial with respect to particulate emissions, NOx emis-
sions, brake power, and peak cylinder pressure. This strategy in-
volves using 23% oxygen-enriched air with optimum fueling rate
and timing ~a constant oxygen-to-fuel ratio with 7 deg retarded
injection timing!. The results obtained from using such an opti-
mum strategy were directly compared with those from a base
engine~using ambient air at standard timing!. It is reasonable to
compare these results with those obtained by using ambient air by
simply retarding the injection timing, which is a common practice.

Figure 7 compares NOx-particulate emissions and NOx-bsfc
tradeoff characteristics between ambient air and an optimum
oxygen-enrichment strategy. From these tradeoffs, it is evident
that while lowering NOx emissions, both bsfc and particulate
emissions were significantly affected by simply retarding the in-
jection timing on a base engine. At standard injection timing,
oxygen-enriched air did influence both particulate emissions and
bsfc more favorably, but the resulting NOx was higher. But with
an optimum oxygen-enrichment strategy, the NOx-particulate
emissions and NOx-bsfc tradeoff curves were shifted to more fa-
vorable positions. By using this optimum oxygen-enrichment
strategy, many simultaneous benefits were realized: particulate
emissions were reduced by about 60%, NOx emissions were re-
duced by about 14%, bsfc was reduced by about 2%, gross power
was increased by 16%~not shown!, and peak cylinder pressure
was reduced by about 18%~not shown!. These benefits, however,
quantitatively different at other engine loads. But full-load perfor-
mance and emissions benefits are quite relevant from the locomo-
tive perspective. Also, a new strategy has evolved from the current
studies that can contain NOx emissions to base levels or even
lower across the entire load range when oxygen-enriched air is
used in diesel engines.

From Fig. 8, a reduction in observed bsfc was also evident in
the entire operating range of the engine. The reductions in bsfc
were more significant at part loads; they were about 10% by using
the optimum strategy. The net bsfc improvements, however, are
expected to be lower than reported here, if membrane parasitic
loads had been considered. Beyond this window of the operating
regime, the results follow conventional tradeoffs, which were not
favorable for consideration. For example, if oxygen concentration
is increased to 25% oxygen-enriched air, which is a deviation
from ‘‘optimum operating strategy,’’ an increase in NOx from the
baseline is evident. The net benefits that can be realized from the
optimum operating strategy would also change, if the membrane
operating power~supplying 23% oxygen-enriched air! was con-

sidered. The difference between gross and net benefits is a func-
tion of power requirements and flow efficiency of an air separa-
tion membrane. If part of the higher exhaust enthalpies available
as a result of oxygen enrichment is recovered, the power require-
ments of the air separation membrane can be met, resulting in
substantial net benefits@20#. The sensitivity of oxygen concentra-

Fig. 7 Tradeoff between emissions and bsfc at engine full load
using optimum oxygen-enrichment strategy

Fig. 8 Reductions in observed brake specific fuel consump-
tion by using optimum oxygen-enrichment strategy
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tion, fueling rate, and injection timing, which are engine specific,
need to be evaluated on a given engine to realize such wide ben-
efits.

On the basis of reported results obtained from the test engine, it
is difficult to forecast such delineated benefits on a modern diesel
engine. Nevertheless, the key operating parameters~oxygen con-
centration, fueling rate, and injection timing! and a methodology
to combine these parameters~a constant oxygen-to-fuel ratio with
retarded injection timing! were identified in the current work.

Conclusions
On the basis of current experimental investigations on a two-

stroke locomotive research diesel engine, the following conclu-
sions are drawn when oxygen concentration, fueling rate, and in-
jection timing were evaluated by using different operating
strategies.

1. To better describe the mixture quality associated with the
use of oxygen-enriched combustion air and to compare the results
with those obtained using ambient air, the term ‘‘oxygen-to-fuel
ratio’’ was defined. With respect to ambient air, three different
mixture qualities—rich, lean, and constant oxygen-to-fuel ratio—
were examined by using oxygen-enriched combustion air.

2. Adding more oxygen in the combustion air while keeping
the fueling rate~leading to a rich oxygen-to-fuel ratio! and injec-
tion timing constant offers the fewest benefits, in terms of lower
particulate emissions at the expense of a much higher NOx and
operating power requirement for supplying oxygen-enriched air.
From a practical standpoint, this strategy does not offer the full
potential of oxygen enrichment, and so it is less attractive.

3. A constant oxygen-to-fuel ratio and/or a relatively lean
oxygen-to-fuel ratio at standard injection timing can lower the
particulates significantly at higher NOx levels. The resulting NOx
emissions were much higher than those obtained by using ambient
air. However, this strategy has much potential to generate higher
gross power.

4. When injection timing is retarded by 7 deg from the base
timing and a constant oxygen-to-fuel ratio is maintained, an oper-
ating regime was identified between 21% and 24% in which par-
ticulate and NOx emissions were reduced simultaneously. Also,
the corresponding gross brake power was higher and peak cylin-
der pressure and brake specific fuel consumption were lower com-
pared with operation using ambient air.

5. By using an optimum oxygen-enrichment strategy~23%
oxygen-enriched air, a constant oxygen-to-fuel ratio, and 7 de-
grees retarded injection timing!, particulate emissions were re-
duced by about 60%, NOx emissions were reduced by about 14%,
gross power was increased by about 16%, peak cylinder pressure
was reduced by 18%, and bsfc was reduced by about 2% at engine
full load. Such wide benefits demonstrate the potential of the
oxygen-enrichment technique.

6. It is possible to envision such an operating regime in any
diesel engine where the simultaneous reduction of particulates and
NOx could be achieved by optimizing oxygen concentration, fu-
eling rate, and injection timing, but the net benefits attainable
depend on the membrane and its operating requirements to supply
the desired oxygen-enriched air.
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A Nonequilibrium Turbulence
Dissipation Correction and Its
Influence on Pollution Predictions
for DI Diesel Engines
A correction for the turbulence dissipation rate, based on nonequilibrium turbulence
considerations from rapid distortion theory, has been derived and implemented in com-
bination with the RNG k-« model in a KIVA-based code. This correction reflects the time
delay between changes in the turbulent kinetic energy due to changes in the mean flow
and its turbulence dissipation rate, and it is shown that this time delay is controlled by the
turbulence Reynolds number. The model correction has been validated with experimental
data in the compression and expansion phase of a small diesel engine operated in mo-
tored mode. Combustion simulations of two heavy-duty DI diesel engines have been
performed with the RNG k-« model and the dissipation rate correction. The focus of these
computations has been on the nitric oxide formation and the net soot production. These
simulations have been compared with experimental data and their preditions are ex-
plained in terms of the turbulence dissipation effect on the transport coefficients for mass
and heat diffusion. It has been found, that the dissipation correction yields consistent
results with observations reported in previous studies.@DOI: 10.1115/1.1501917#

Introduction
A widely used turbulence model, based on the eddy-viscosity

approach, is the linear, two-equationk-« model, where the turbu-
lence kinetic energy,k, and the turbulence dissipation rate,«, are
described by appropriate transport equations~cf. @1–3#!. This
model has been successfully tested in a wide variety of steady-
state flows occurring in technical applications. However, one of
the model’s shortcomings is in transient flows where the equilib-
rium turbulence assumption, that turbulence production balances
dissipation at any instant, is not satisfied. In fact, due to piston
movement, the fuel injection and the combustion process, the
flows in DI diesel engines are transient in nature and therefore, the
hypothesis of equilibrium turbulence is violated.

Various approaches have been investigated by numerous re-
searchers in order to remedy the shortcomings of the lineark-«-
based turbulence models. Improvements of this model, based on
the theory of re-normalization groups~RNG!, have been achieved
by Yakhot et al.@4# and successfully introduced to spray combus-
tion simulations by Han et al.@5#. However, uncertainties in the
dissipation transport equation still remain and have been investi-
gated in a recent study by Bianchi et al.@6#. In this investigation,
the change of the molecular viscosity, predicted by the rapid dis-
tortion theory, have been integrated into the« equation. This is a
further development of a study by Coleman and Mansour@7#,
where an additional closure relation has been developed to ac-
count for rapid distortion effects.

In a recent investigation, Tanner et al.@8# have implemented a
nonequilibrium turbulence correction to the dissipation rate by
changing the dissipation source terms in the RNGk-« turbulence
model equations. This study focused on the behavior of the turbu-
lence characteristic combustion time of the two heavy-duty DI
diesel engines, the Caterpillar 3406~CAT! and the Sulzer S20
~S20! which operate under comparable conditions. It was found
that the dissipation rate correction resulted in a more realistic

prediction of the turbulence length scales during the compression
phase, and in an improved combustion performance due to the
better fuel-air mixing.

The dissipation rate correction~« correction! utilized in the
present study models the delay between the turbulence kinetic
energy and its dissipation rate in transient flow conditions by im-
posing an additional constraint on the dissipation rate. This con-
straint considers the local change of the turbulence Reynolds
number and directly influences the turbulence viscosity. An im-
provement of this implementation and its effect on the turbulence
length and time scales, as well as the performance of the charac-
teristic time combustion model for the CAT and the S20, have
been reported in@9#. In the present study, this« correction has first
been validated with experimental data of the turbulence length
scale of a small experimental Lombardini engine operating in mo-
tored mode. The remaining investigations focus on the pollution
formation of the CAT and the S20 engines. Particular attention has
been given to the influence of this« correction on the soot and
nitric oxide formation for various operating conditions. The effect
of the« correction is discussed in view of the turbulence viscosity
and its effect on the transport coefficients for the heat conduction
and the species diffusion.

Aspects of Turbulence
The turbulence energy transfer occurs via the well-known Kol-

mogorov dissipation cascade~cf. @10#!: The mean flow induces a
wide spectrum of eddy sizes, where the larger eddies feed smaller
ones by a vortex stretching mechanism, until the smallest eddies
finally dissipate at the Kolmogorov cutoff scale. The largest length
scale is the integral length scale,LI , which describes the size of
the largest eddies and is determined by the geometric configura-
tion of the flow. The dissipation occurs at the Kolmogorov dissi-
pation scale,Lh , which is a measure for the smallest observable
flow structures. The Taylor microscale,Ll , is the length scale
which relates the local strain rates~i.e., the dissipation! and the
turbulence intensity,q. The macrolength scale,L« , is a character-
istic length scale of the dissipation cascade and is a measure for
the ‘‘average’’ eddy sizes.L« is obtained from the turbulence pa-
rametersk and« via the relationL«}k3/2/«. Note thatLI andL«
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are both ‘‘energy-containing’’ length scales, butL« is computed
using the turbulence equilibrium assumption, as is discussed be-
low. Associated withL« is the macro time scale,t«5L« /q, which
characterizes the ‘‘average’’ eddy turnover time.

Equilibrium and Nonequilibrium Turbulence. The equilib-
rium hypothesis, which states that the instantaneous turbulence
production rate equals the turbulence dissipation rate, is one of the
fundamental assumptions in eddy viscosity-based turbulence mod-
els. Based on this assumption, equating the dissipation rate with
the turbulence production rate leads to

«eq}q3/LI (1)

whereq5A2k/3 is the turbulence intensity and the subscripteq
denotes equilibrium. For equilibrium turbulence it is assumed that
LI}L« which yields the relation

«eq5C«k3/2/L« (2)

whereC« is a constant. Note, if only one length scale is used to
characterize turbulence, sayL« as in the case of the two-equation
k-« model, then this length scale represents all the length scales of
the turbulence, and the turbulence can be described as being in
equilibrium. In this case, the turbulence is self-similar since all
scales adjust to flow changes at the same rate.

For highly transient flows, however, the equilibrium turbulence
assumption is likely to be violated, and Eq.~2! does not hold. In
fact, the energy dissipation cascade adjusts to changes in the mean
flow with some delay and different length scales adjust at different
rates. Therefore, a nonequilibrium formulation for the dissipation
is required.

Wu et al.@11# performed direct Navier-Stokes computations for
flows under rapid compression conditions. They found that the
Taylor length scale,Ll , and the integral length scale,LI , remain
proportional to each other during a rapid compression. A similar
observation has been made experimentally by Dinsdale et al.@12#
in engine measurements. The result is also consistent with that
obtained from a rapid distortion analysis of isotropic compressed
turbulence given by Reynolds@13# and Wu et al.@11#.

For isotropic, homogeneous turbulence, the dissipation can be
expressed by the Taylor relation~cf. @10#, p. 67!

«510nok/Ll
2 (3)

whereno is the molecular~kinematic! viscosity andLl denotes
the Taylor micro scale. Using the fact that for rapid compression
flows LI}Ll , Eq. ~3! becomes

«}nok/LI
2. (4)

From Eqs.~2! and ~4! Han et al.@14# derived the relation

L«}RetLI (5)

where Ret5qLI /no is the turbulence Reynolds number. Equation
~5! states that a rapid change in the turbulence behavior, caused
for instance by a rapid change in the turbulence intensity, is re-
flected in an appropriate change ofL« via Ret . Therefore, in tur-
bulence models whereL« is the only length scale used to express
the eddy size of the turbulence spectrum, a change from turbu-
lence equilibrium is reflected by an appropriate change inL« via
Ret .

Comparison of formulas~1! and ~4! yields the following rela-
tion between the equilibrium and nonequilibrium dissipation rates:

«}«eq /Ret . (6)

Equation ~6! is the key in the interpretation of the time delay
between a change in the turbulence kinetic energy,k, and its dis-
sipation rate«. A change in the mean flow results in an immediate
change ink, whereas the turbulence dissipation, which takes place
on the smallest length scale, occurs with some delay. In fact, this
delay lies in the order of one eddy turnover time given byt«

5LI /q. The relation between this time delay and the turbulence
Reynolds number is given by the time-scale ratio

Ret5qLI /no5tm /t« (7)

wheretm5LI
2/no is the molecular diffusion time scale, which is

independent of the turbulence behavior. According to Eq.~7!, a
change in the eddy turnover timet« results directly in a change of
Ret and consequently, Eq.~6! is the statement that the delay in the
dissipation rate is controlled by the turbulence Reynolds number.

Influence on the Transport Coefficients and Ret. In eddy
viscosity-based turbulence models, the turbulence viscosity,n t is
modeled in analogy to the molecular viscosity in the kinetic
theory of gases, asn t}ucLc , whereuc and Lc represent a char-
acteristic velocity and a characteristic length scale, respectively. It
follows from dimensional analysis thatuc}Ak and Lc}k3/2/«,
which leads to the well-known relation

n t5cmk2/« (8)

where the constantcm50.09 in the present study.
The turbulence viscosity influences the~turbulence! heat con-

duction ~heat diffusion! coefficient,K, and the~turbulence! mass
diffusion coefficient,D, as follows:

K5rncp /Pr (9)

D5n/Sc (10)

where r is the gas density,n5no1n t is the total viscosity,no
(!n t) the molecular viscosity,cp the specific heat at constant
pressure and Pr and Sc represent the Prandtl and Schmidt num-
bers, respectively. Consequently, a change in the turbulence vis-
cosity leads to proportional changes inK andD.

It follows that an increase in the mass diffusion leads to an
increased mixing between the species, which, in a mixing con-
trolled combustion, leads to an increased rate of heat release and
consequently to higher~local! temperatures. In contrast, an in-
crease in the heat conduction coefficient,K, leads to an improved
local heat diffusion, and results in a reduction of the local tem-
peratures and hence, counteracts the higher temperatures caused
by the increased mixing. Therefore, it is not at all clear that an
increased turbulence viscosity leads to higher local temperatures
~and, therefore, to higher nitric oxide formations!. The net effect
of an increased turbulence viscosity will depend on the specific
situation at hand. If, for instance, there is another limiting factor
for the mixing ~e.g., the gas is already fully mixed!, then an in-
crease inD will have little effect on the combustion rate and
therefore, only the heat diffusion will be increased, which leads to
lower local temperatures. On the other hand, if the local heat
transport in the reaction zone is dominated by other means than
the heat diffusion coefficient~e.g., near a boundary!, then an in-
crease inn t will primarily result in an increased mixing, hence in
an increased heat release and consequently, in higher local tem-
peratures.

The turbulence Reynolds number, Ret5qLI /no , depends on the
integral length scaleLI which can be expressed in terms of the
local variables via Eq.~4! as LI}Anok/«. This leads to Ret
}no

21/2k/A« and, after identifyingAn t}k/A«, using Eq.~8!, one
obtains

Ret}An t /no. (11)

Note that this expression is different from the one obtained under
the assumption of equilibrium turbulence, where Ret}nt /no .

Models
The computations presented in this study have been performed

with an enhanced version of the KIVA code@15#. This code is
equipped with many new or improved models including the wave
atomization and drop breakup model as originally developed for
Kelvin-Helmholtz instabilities by Reitz@16#, with further modifi-
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cations incorporating the Rayleigh-Taylor instability as reported in
Su et al.@17# and Ricart et al.@18#. Additional improvements in-
clude the wall heat transfer model of Han and Reitz@19#, the Shell
ignition model of Halstead et al.@20# as implemented by Kong
et al.@21#, and the characteristic time combustion model of Abra-
ham et al.@22# as adapted to diesel combustion by Kong et al.
@21#. For the low-temperature chemistry (T,1000 K) the chemi-
cal reactions are described with the Shell ignition model, whereas
for the medium and high-temperature range (T>1000 K) the
characteristic time combustion model takes effect.

The employed turbulence model is the RNGk-« turbulence
model as implemented by Han and Reitz@5#, together with Eq.~6!
which accounts for the nonequilibrium turbulence effects dis-
cussed in the previous section. The details of this implementation
are given in the next subsection.

Nonequilibrium Turbulence Modeling. A rapid change in
the fluid flow leads to an immediate change of the turbulence
production~via the mean flow! on the integral end of the turbu-
lence spectrum. The turbulence dissipation, which occurs on the
other end of the spectrum, is adjusting to such a flow change with
some time delay. As discussed in the previous section, this delay
is controlled by the dependence of the turbulence dissipation rate
on the turbulence Reynolds number, i.e.,«(Ret), given in Eq.~6!.

For equilibrium flow conditions, there are no changes in Ret
and hence,«5«eq . Therefore, if the constant of proportionality in
Eq. ~6! is chosen to be Ret from the previous time step, then this
equilibrium limit is satisfied. Hence, Eq.~6! can be restated as

«~ tk!5Ret~ tk21!«eq~ tk!/Ret~ tk! (12)

wheretk is the time corresponding to the time stepk and tk21 is
the time of the preceding time stepk21.

Now, the nonequilibrium dissipation rate,«(tk), is computed by
simultaneously solving the transport equations for the RNGk-«
model together with the algebraic relation given in Eq.~12!. These
equations are solved iteratively in each time step, where Ret(tk) is
computed via Eq.~11! using Eq. ~8!, while Ret(tk21) from the
previous time step serves as the proportionality constant. The non-
equilibrium dissipation rate« and the turbulent kinetic energyk
are thus obtained once the iteration process has converged. These
values are then used as initial values for the iteration procedure of
the next time step.

Finally, it should be remarked that if the flow is not subject to
accelerations, then there are no changes in the turbulence Rey-
nolds number and, therefore, the model reduces to the standard
RNG k-« model.

Emission Models. In the following the emission models used
in the computations are are summarized. Further details can be
found in the cited publications.

Nitric Oxide Formation. The nitric oxide formation is mod-
eled with the extended Zeldovich mechanism

O1N2↔N1NO

N1O2↔O1NO

N1OH↔H1NO

together with the equilibrium reaction for the involved hydrogen
radicals

O1OH↔O21H.

As described in@23#, the above reactions together with a steady
state assumption for nitrogen, N, lead to a single rate equation for
the production of NO. More details and the values for the rate
constants are documented in@24,25#.

Soot Formation. The soot formation is based on the soot
production-oxidation model of Hiroyasu et al.@26#. In this model
the mass of the resulting soot formation,ms , is given by

ṁs5ṁsp2ṁsO

whereṁsp is the soot production rate andṁsO the soot oxidation
rate. The soot production rate is proportional to the fuel vapor
mass,mf v , where the proportionality constant,Kp , is given by an
Arrhenius type expression:

ṁsp5Kpmf v

Kp5Aspp
0.5exp~2Esp /RT!.

Asp andEsp are constants,p is the gas pressure@bar#, T denotes
the temperature andR is the universal gas constant. Similarly, the
soot oxidation rate is proportional to the soot mass and is de-
scribed by the two equations

ṁsO5KOms

KO5AsOXO2p
1.8exp~2EsO /RT! (13)

whereAsO andEsO are constants,p is the gas pressure andXO2 is
the oxygen mole fraction.

The Hiroyasu model has been modified by replacing the
Arrhenius global oxidation rate coefficient,KO , in Eq. ~13! with
the experimentally based oxidation rate of Nagle et al.@27# given
by

KO5
6Ẇ

rsDnom
.

In this equationẆ denotes the soot mass oxidation rate per unit
surface area,Dnom is a nominal spherical soot particle size, taken
to be 25 nm, and the soot density,rs , is taken to be 2.5 g/cm3.
Further details about this soot model can be found in@24,25#.

Computational and Experimental Details
In this section the computational details and aspects of the ex-

perimental setup are summarized. The engine specifications rel-
evant for this study are listed in Table 1.

Experimental Data. The experimental data used for the vali-
dation of the«-correction model have been obtained from a modi-
fied single-cylinder Lombardini diesel engine with a a bore-stroke
ratio of 86 mm to 75 mm and a volumetric compression ratio of
21:1. This engine features a 6 mm off-center cylinder bowl, and it
is optically accessible to perform the LDV in-cylinder measure-
ments of the turbulence integral length scales. The measurements

Table 1 Specifications for the simulated engines

Lombardini Caterpillar 3406 Sulzer S20

Bore(mm)3stroke(mm) 86375 1373165 2003300
Engine speed~rev/min! 1500 ~motored! 1600 1000
Inlet valve closure~deg TDC! 2100 2147 2144
Orifices3diameter(mm) - 630.259 1230.285
Swirl ratio - 0.67 -
Injection system - common rail conventional
Injection pressure~avg.! ~MPa! - 90 95
Cells at TDC: rad.3azym.3height 30351314 24330314 23313314
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have been conducted in motored operation at 1500 rpm. Details of
the experiments are reported in@14# and a cross section of the
engine, indicating the measurement location 5 mm below the cyl-
inder head and 20 mm from the cylinder axis as point A, is shown
in Fig. 1.

The CAT engine is a single-cylinder research engine, modified
from the production version to accommodate the various measure-
ment devices. This engine has been extensively researched during
the past decade and the methods used and the results obtained
have been reported in numerous publications~e.g.,@25,28–30#!.

The experimental data from the S20 engine have been obtained
from a nine-cylinder production engine and are reported in@31#.
The nitric oxides have been measured by the principle of chemical
illumination and then converted into mass specific units. The soot
has been determined with a Bosch smoke meter in terms of Bosch
smoke units~BSU!. In order to permit comparisons with the mass
specific units obtained from the simulations, the experimental soot
data have been scaled by a factor of 27 to match the simulated
values of the standard S20 computations obtained with the RNG
k-« model.

Computational Aspects. Validations of the «-correction
model have been performed with the experimental data obtained
from the modified Lombardini diesel engine described above.

The combustion computations have been performed for the
CAT and the S20 with the standard RNGk-« model and with the
« correction, and have been compared with experimental results.
The effect of the« correction has been investigated for the soot
and nitric oxide formation for different operating conditions. The
CAT simulations have been performed at 75% full load~high load
case! and at 25% full load~low load case!. The S20 computations
have been carried out at 100%, 75%, and 50% of the full load. In
addition, different injection timings have been investigated for
both engines to illustrate the consistency of the« correction for
the soot-NOx tradeoff.

For the combustion computations without the« correction, the
coefficient of the turbulence characteristic time,CM , had to be
adjusted in order to match the experimental cylinder peak pres-
sure. These values were found to beCM50.25 for the CAT and
CM52.5 for the S20. In the corresponding computations with the
dissipation correction, these values have been kept atCM52.0 for
both engines.

Results and Discussion
The effect of the« correction on the cylinder pressure of the

CAT and the S20 has already been investigated in@9#. In this
study considerable improvements in the performance of the char-
acteristic time combustion model, as well as in the prediction of
the turbulence length and time scales, have been obtained. The
focus of the present study is the effect of the turbulence dissipa-
tion rate correction on the emission predictions of the CAT and the
S20.

The problem of sufficient spatial resolution in the simulation of
spray-combustion using the discrete droplet model approach, as is
the case in this study, has been addressed in a previous paper@8#.
In fact, the choice of the mesh resolution has been a compromise
between CPU time and accuracy, where the latter has been mea-

sured in terms of the relevant quantities under investigation, the
average cylinder pressure and the average turbulence time and
length scales. It has been found that the mesh resolution employed
in these investigations is adequate and therefore, the same mesh
resolutions have been used in the present study.

Model Validation. As discussed in the previous section, the
«-correction model has been validated during the compression and
expansion phase in a modified single-cylinder Lombardini engine
operating in motored mode. Particular attention has been given to
the behavior of the integral and macro length scales,LI andL« ,
respectively. In the compression phase, the mean gas velocity is
induced by the piston movement, which results in the formation of
a squish flow whose intensity is increasing with decreasing cylin-
der volume.

Recall that in nonequilibrium flows the integral length scale is
assumed to be proportional to the Taylor length scale, and the
latter can be computed by means of Eq.~3!. Therefore, the inte-
gral length scale can be obtained from the Taylor length scale by
multiplication of an appropriate proportionality constant. In order
to compare the experimental and the computed integral length
scales over the entire crank angle interval of interest, this propor-
tionality constant has been determined by matching the computed
Taylor length scale to the experimental integral length scale at the
beginning of the computation. Its value has been found to be 6.0.

The behavior of the length scales at the observation point A~cf.
Fig. 1! are presented in Fig. 2. The integral length scale computed
with the« correction reflects the experimental data very well. This
behavior is consistent with the fact that the size of the largest
eddies, which are determined by the geometry of the flow, start to
decrease in the late compression phase due to the decrease in the
cylinder volume. There is no apparent reason for the largest eddy
sizes to increase in the compression phase, and therefore, the in-
tegral length scale predicted with the« correction is more realistic
than the one obtained by means of the RNGk-« model, where
LI}L« .

The macro length scales, obtained with and without the« cor-
rection, are also shown in Fig. 2. Note that for nonequilibrium
turbulence, an increase inL« during the compression phase can be
explained by Eq.~5! in terms of the increase of the turbulence
Reynolds number, Ret , which is illustrated in Fig. 3. In contrast,
L« computed for equilibrium turbulence is assumed to be propor-
tional to LI , and since the latter is decreasing in the compression
phase~LI is determined by the geometry of the flow!, the macro
length scale would have to decrease also in this case.

Note that the length scales in Fig. 2, computed with and without
the« correction, are almost identical at the end of the compression
phase. This is not surprising given the fact that the piston speed is
almost zero and therefore, the nonequilibrium turbulence effects
are minimal.

Fig. 1 Cross section at TDC of the experimental Lombardini
engine showing the observation point A 5 mm below the cylin-
der head and 20 mm from the cylinder axis. The 6 mm piston
bowl off-set is indicated by the cylinder axis „vertical line ….

Fig. 2 Measured and computed integral and macro length
scales at the observation point A
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It can be concluded that the prediction of the turbulence length
scales in the Lombardini engine is improved with the employed
dissipation correction.

Soot and NOx Formation. The turbulence viscosity,n t , for
the CAT and the S20, computed with and without the« correction,
are shown in Fig. 4. Both engines show the same behavior: In the
compression phase the« correction shows a flatter trend in com-
parison with the standard RNGk-« model, whereas during the
combustion phase, the turbulence viscosity of the« correction
shows higher values. By virtue of Eqs.~9! and ~10! the transport
coefficient for the heat conduction,K, and mass diffusion,D, be-
have accordingly. Therefore, during the combustion phase an in-
crease ofK ~relative to the RNGk-« prediction! leads to an in-
crease in the local heat diffusion, which results in the decrease of
the local temperature. On the other hand, the increase inD results
in an improved mixing of the fuel and air, which leads to an
increase in the reaction rate, hence an increase in the heat release
and therefore, results in higher local temperatures. Consequently,
these opposing effects on the local temperature tend to neutralize
the nitric oxide production, provided the heat conduction or the
mass diffusion are not limited by other means. Therefore, the net
effect on the nitric oxide formation due to an increased turbulence
viscosity will depend on the particular flow.

As is shown in Fig. 5 for the CAT high load case, the« correc-
tion results in a higher cylinder temperature throughout the com-
bustion phase, which explains the higher NOx formation shown in
Fig. 6. This suggests that the net effect of the heat and the mass
diffusions is dominated by the latter, which results in the higher
cylinder temperature. On the other hand, the higher cylinder tem-

peratures of the CAT lead to an increased soot oxidation which
results in a decrease of the net soot production. This behavior is
illustrated in Fig. 7.

The S20 at full load shows a different temperature behavior
than the CAT, as is seen in Fig. 5. The cylinder temperature of the
« correction lies above the one obtained by means of the RNGk-«
model until approximately 40 CA after TDC. After 40 CA the«
correction temperature falls below the one computed with the
RNG k-« model. Consequently, because the maximum NOx level
is already reached at 40 CA, the nitric oxide production is slightly

Fig. 3 Turbulence Reynolds number of the Lombardini for
computations obtained with and without the dissipation correc-
tion

Fig. 4 Turbulence viscosity of the Caterpillar 3406 at high load
and the Sulzer S20 at full load for computations obtained with
and without the dissipation correction

Fig. 5 Cylinder temperature of the Caterpillar 3406 at high
load and the Sulzer S20 at full load for computations obtained
with and without the dissipation correction

Fig. 6 Nitric oxide of the Caterpillar 3406 at high load and the
Sulzer S20 at full load for computations obtained with and with-
out the dissipation correction

Fig. 7 Soot values of the Caterpillar 3406 at high load and the
Sulzer S20 at full load for computations obtained with and with-
out the dissipation correction
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increased, as is illustrated in Fig. 6. The relative decrease in the
cylinder temperature of the«-correction after 40 CA results in a
decrease of the soot oxidation, hence an increase in the net soot
formation, as is seen in Fig. 7.

For the S20, it appears that the counteracting effects on the
local temperature by the increased heat conduction and mass dif-
fusion coefficients are approximately in balance, i.e., the NOx
formation is almost unchanged by the combined effects of the
increased heat and mass diffusions. After the injected fuel has
been burned, an increase in the mass diffusion coefficient cannot
increase the local temperature any further~there is no fuel left!,
while the increase inK continues to enhance the local heat diffu-
sion. Consequently, the hot spots in the cylinder cool down and
the soot oxidation is reduced accordingly, which results in the
observed higher soot formation. This mechanism also explains the
relative drop of the cylinder temperature of the« correction case
after 40 CA observed in Fig. 5.

The black dots in Figs. 6–7 are measured values and are shown
for reference purposes only. It should be remarked that the pollu-
tion models, as utilized in this study, have been tuned to the per-
formance of the RNGk-« model, and therefore, the predictive
capability of the«-correction is not reflected by the presented
data.

The soot-NOx tradeoff for the CAT high load and the S20 full
load cases for various injection timings are shown in Figs. 8 and
9, respectively. For the CAT, the« correction yields a higher NOx
value and lower soot concentrations in all cases. For the S20, the
« correction leads to a lower net soot production for all injection

timings. Except for the standard case with start of injection at
212.5 CA, the nitric oxide values are slightly decreased in com-
parison with the RNGk-« computations.

The soot-NOx tradeoff for the CAT low load is shown in Fig. 10
for various injection timings. Both, the« correction and the RNG
k-« model are capable of predicting the horse shoe shape of the
experimental soot-NOx tradeoff curve. The soot and the NOx pre-
dictions are almost identical for all injection timings. This sug-
gests, that the effects of the« correction on the pollution forma-
tion via the transport coefficientsD andK are neutralized by each
other, as has been discussed above.

Finally, the soot-NOx tradeoff behavior for the S20 at full load
and 75% and 50% partial load are shown in Fig. 11. As in the full
load cases, the« correction predicts higher soot values and
slightly higher NOx concentrations, which are in better agreement
with the experimental data. These improved predictions can again
be explained in terms of the opposing effects of the transport
coefficientsK andD on the local gas temperatures, which, for the
S20, are independent of the engine operating condition.

Summary and Conclusions
A correction for the turbulence dissipation rate, based on non-

equilibrium turbulence considerations from rapid distortion
theory, has been derived and implemented in combination with the
RNG k-« turbulence model in a KIVA-based code. In particular,
the turbulence dissipation rate has been adjusted via the turbu-
lence Reynolds number by«}Ret

21«eq. This model correction
has been validated with experimental data in the compression and
expansion phase of a small, high-compression engine in motored

Fig. 8 Soot-NO x tradeoff of the Caterpillar 3406 at high load
for various injection timings. The computational data have
been obtained with and without the dissipation correction.

Fig. 9 Soot-NO x tradeoff of the Sulzer S20 at full load for vari-
ous injection timings. The computational data have been ob-
tained with and without the dissipation correction.

Fig. 10 Soot-NO x tradeoff of the Caterpillar 3406 at 25% load
for various injection timings. The computational data have
been obtained with and without the dissipation correction.

Fig. 11 Soot-NO x tradeoff of the Sulzer S20 for 100%, 75% and
50% load. The computational data have been obtained with and
without the dissipation correction.
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mode. The resulting prediction of the integral length scale agreed
well with the experimental values, and showed considerable im-
provements over the integral length scale obtained with the RNG
k-« model.

Combustion computations have been performed for two heavy-
duty DI diesel engines with a focus on the emission prediction
capability of the« correction. In particular, the influence of the«
correction on the transport coefficients for mixing and heat con-
duction has been studied. The« correction lead to an improved
mixing which resulted in an increased heat release and conse-
quently, in higher local temperatures. Therefore, the production of
thermal NOx has been increased. On the other hand, the« correc-
tion has lead to an increase in the local heat conduction which, in
general, lead to a reduction in the local temperatures and thus
opposed the nitric oxide formation. The two phenomena can neu-
tralize the NOx production, as is almost the case for the S20, or, if
the limiting process is the local heat transfer, as in the CAT high
load cases, the improved mixing can lead to an increased nitric
oxide formation.

These observations are consistent with the net soot production
of the two engines. The increased mixing in case of the CAT has
lead to an increase in the soot oxidation and hence resulted in a
reduction in the net soot formation. For the S20, the increased
local heat dispersion in the very late combustion phase has lead to
a decrease in the local temperature and hence a decrease in the
soot oxidation, and finally, has resulted in an increase of the net
soot production.

The soot-NOx tradeoffs for the CAT and the S20 have been
qualitatively well reproduced by the« correction. The increased
NOx and the decreased soot predictions for the CAT have been
consistent for the injection timing variations at high load. A cor-
responding statement holds for the S20 injection timing variations
at full load.

For the CAT low load cases, however, the effect of the« cor-
rection is almost not detectable which can be attributed to the
opposing effects of the local mass and heat diffusions on the pol-
lution formation. Also, the S20 75% and 50% partial load com-
putations with the« correction showed the same trend as in the
full load cases. Further, a slightly improved soot-NOx tradeoff
behavior has been observed over the ones of the RNGk-« com-
putations.

In conclusion, the« correction results in an improved prediction
of the turbulence length scales, and the effect on the transport
coefficients yields consistent results with the emission data of the
two heavy-duty DI diesel engines.
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Response Surface Method
Optimization of a High-Speed
Direct-Injection Diesel Engine
Equipped With a Common Rail
Injection System
To overcome the tradeoff betweenNOx and particulate emissions for future diesel
vehicles and engines it is necessary to seek methods to lower pollutant emissions.
The desired simultaneous improvement in fuel efficiency for future DI diesels is also a
difficult challenge due to the combustion modifications that will be required to meet
the exhaust emission mandates. This study demonstrates the emission reduction capability
of EGR and other parameters on a high-speed direct-injection (HSDI) diesel engine
equipped with a common rail injection system using an RSM optimization method. Engine
testing was done at 1757 rev/min, 45% load. The variables used in the optimi-
zation process included injection pressure, boost pressure, injection timing, and EGR
rate. RSM optimization led engine operating parameters to reach a low-temperature and
premixed combustion regime called the MK combustion region, and resulted in simulta-
neous reductions inNOx and particulate emissions without sacrificing fuel efficiency.
It was shown that RSM optimization is an effective and powerful tool for realizing the
full advantages of the combined effects of combustion control techniques by optimizing
their parameters. It was also shown that through a close observation of optimization
processes, a more thorough understanding of HSDI diesel combustion can be provided.
@DOI: 10.1115/1.1559900#

Introduction
The direct injection~DI! diesel engine is a prime candidate for

future transportation needs because of the increasing threat of lim-
ited oil resources and global warming due to CO2 emissions. On
the other hand, DI diesel engines emit more particulate and NOx
emissions than their gasoline counterparts. Many countries are
focusing their regulatory efforts on reducing emissions of fine
particles and ozone precursors (NOx and hydrocarbons! from all
sources, including diesel vehicles due to their possible adverse
effects on health and the environment,@1#. Therefore, DI diesel
engines will be strongly challenged by the emission standards
expected in the 2004–2005 period, such as the Tier II/ULEV and
EC Stage IV.

It is well known that due to the NOx and particulate tradeoff
relation it is difficult to reduce these two pollutants simulta-
neously. Therefore, researchers have been studying the combined
effects of high pressure injections, boost pressure, multiple injec-
tions, and EGR to reduce particulate and NOx emissions at the
same time. Without EGR, Tanin et al.@2# found an increase in
premixed burn fraction and an increase in NOx emissions with
high injection pressure. But with EGR, Montgomery@3# could
decrease the premixed burn fraction and NOx levels with high
injection pressure. Also, he achieved a 30% reduction in particu-
late emissions using multiple injections with a 20% EGR rate,
even though EGR is often thought to have a detrimental effect on
particulate emissions.

However, it has been found that careful optimization of the
operating conditions is required in order to get the full benefit of

the combined effects. Tow et al.@4# pointed out that the dwell
between injection in split injections was very important to control
soot production and there would exist an optimal dwell at a par-
ticular engine operating condition. Pierpont et al.@5# examined
the combined effects of EGR and multiple injections. They found
significant reductions in both NOx and particulate emissions when
EGR was used in combination with optimized double and triple
injections with only a slight increase in BSFC. Tanin et al.@2#
studied boost pressure effects in a single-cylinder version of a
heavy-duty diesel engine. They found that particulate emissions
decreased significantly with increased boost pressure when injec-
tion timing was adjusted to keep brake-specific NOx emissions
constant. They also assert that there is an optimum combination of
injection pressure and boost pressure.

Realizing the importance and necessity of optimization, it is
essential to have an efficient tool for finding optimized operating
parameters of diesel engines with multiple injection, EGR, and
flexible boosting capabilities. Montgomery@3# applied an RSM
~response surface method! to the optimization of operating param-
eters for a heavy-duty diesel engine, and demonstrated that RSM
optimization could be an effective and efficient method for opti-
mizing engine operating parameters. Under 80 individual engine
experiments were required to identify an optimum calibration of
six independent variables at one engine operating condition.

Experimental Setup
The test engine is a single-cylinder HSDI diesel engine. The

engine is capable of producing 21 kW at a rated speed of 4200
rev/min. The block is a Hydra from Ricardo Research. The cylin-
der head, piston, and other important engine parts were manufac-
tured by FIAT. Table 1 shows the engine specifications, and the
engine laboratory setup used in the present experiments is shown
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schematically in Fig. 1. Simulated turbocharging with intercooling
is accomplished by metering compressed air into a temperature
controlled intake surge tank and controlling back pressure in the
exhaust surge tank. EGR is accomplished by a direct link between
exhaust and intake surge tanks. Back pressure in the exhaust surge
tank is raised above the intake pressure to get exhaust gas to flow
into the intake surge tank when EGR is desired. In order to damp
out pressure fluctuations and mix EGR with the fresh intake air,
two ten-gallon pressure tanks were used as the intake and exhaust
surge tanks.

The emission data recorded during the experiments included
NOx , CO, CO2 , THC, and smoke. NOx and CO were measured
with a Nicolet Rega model 7000, FTIR emissions analyzer. The
samples were taken from the exhaust surge tank and run to the
FTIR analyzer by a heated line after passing through a heated
filter. With the use of the heated filter and line, the sample was
kept above 170°C to help prevent any emissions species from
condensing. Exhaust smoke levels were sampled with a Bosch
model RTT100 smoke opacimeter. Note that the Bosch Smoke
Opacimeter measures the visual opacity and absorption coefficient
that can be converted into mass concentration through the use of
the internal conversion table. This mass concentration specifies

the amount of particulate matter with units of mg/m3, is presented
as PM~particulate matter! level in this paper by being converted
into units of g/kW-hr. THC was measured with a flame ionization
detector~FID!, and CO2 was detected with the use of a Horiba
PIR-9000 infrared gas analyzer.

The fuel used during the present testing was #2 diesel obtained
from a commercial fuel vendor. The cetane number of the fuel
was 44.1. The injection system used for this study was a prototype
Fiat/Bosch common-rail injection system. The system is capable
of injection pressures up to 135 MPa. The injector used in the
experiments was an electro-hydraulically controlled unit injector.
The common-rail injection system specifications are summarized
in Table 2.

A PC-based data acquisition system was used to take cylinder
pressure averaged over 25 cycles at1

2 crank angle degree incre-
ments. Cylinder pressure data, along with other engine operating
parameters, were then analyzed to calculate the apparent heat re-
lease rate using the First Law of Thermodynamics.

Response Surface Method
The response surface method is a collection of mathematical

and statistical techniques that are useful for modeling and analysis
of problems in which a response of interest is influenced by sev-
eral factors and the objective is to optimize this response,@6#.
RSM uses experimental designs to identify important factors by
characterizing the response surface by a polynomial model. Once
the important factors are identified, the model is used to indicate
the direction of future exploration for the likely optimum,@7#. The
relationship between the response variableY and the factors
X1 ,X2 , . . . ,Xk in RSM applications is generally expressed as,
@7#,

Y5 f ~X1 ,X2 , . . . ,Xk!1« (1)

where« is the noise or error observed in the responseY.

Table 1 Engine specifications

Fig. 1 Engine laboratory setup
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f is the response surface.

The functionf in expression~1! corresponds to the relationship
between a response variable and the factors which is generally
unknown. Thus, the first step in RSM is to find a suitable approxi-
mation of f . The simplest approximating function describing the
relation between a response variable and the factors is the linear
model.

Y5b01(
i 51

k

b iXi1« (2)

It is known that the linear response surface model is not always
adequate because a few factors might interact with each other,@8#.
This is handled in the model by adding terms consisting of the
product of the interacting factors to the linear model given in
expression~2!.

Orthogonal designs associated with fitting linear response sur-
face models include two-level factorial designs and two-level
fractional factorial designs. Two-level factorial designs are gener-
ally used to study the effect ofk factors on a response, each factor
set at two levels usually denoted as ‘‘low’’ and ‘‘high.’’ Factorial
designs allow an experimenter to evaluate not only effects of fac-
tors, but also any interaction effects between factors. Each level of
every factor is tested with each level of every other factor result-
ing in all 2k treatment combinations being tested. Therefore, the
number of experimental runs for two-level factorial designs can
become impractical when the number of factors is large. However,
if certain assumptions can be met, the use of fractional factorials
is the most efficient technique to reduce the number of observa-
tions and still obtain the desired information. For example, for a
six-factor experiment, the full 26 factorial experiment requires 64
runs, but a 26-2 fractional factorial experiment~resolution IV de-
sign! requires only 16 runs. With this resolution IV design, main
effects still can be estimated separately, but two-factor interactions
may not be estimable independently. A resolution III design can
be used when only main effects are of interest.

At the center point, all the factors have a value that is the
average of the high and low values used in the factorial experi-
ments. The replication of the center points gives an independent
estimate of the standard deviation of the experimental results that
can be used in an analysis of variance to evaluate the probability
~P! that the effects of the factors and interactions are caused by
experimental error. Also, if the experiments must be conducted on
different days~a blocked experiment!, a center point is run at the
beginning and end of each block so that block effects can be
evaluated,@9#.

The purpose of using RSM techniques here was to rapidly and
efficiently reach the vicinity of the optimum. Therefore, the sim-

plest form of the model, i.e., the linear model was used. Also any
interaction between factors was assumed to be negligible, and
only main effects were considered.

Results of Response Surface Optimization
To use RSM as an optimization tool, a mathematical statement

of goal must be defined in the form of an objective function.
Montgomery@3# suggested an efficient objective function as fol-
lows:

f ~X!5Merit5
1000

S NOx

NOxt
D 2

1S PM

PMt
D 2

1
BSFC

BSFCt

(3)

where
X 5 $x1 ,x2 , . . . ,xk% array of factors~SOI, boost

pressure, etc.!,
NOx and PM 5 are the measured emission levels,

BSFC is 5 the fuel consumption,
NOxt

and PMt 5 are the target emission levels, and
BSFCt is 5 the target fuel consumption.

This function has been shown to be useful in engine optimiza-
tion studies,@3,10#. With the power constants for NOx and PM
being greater than that for BSFC, Eq.~3! says that emission tar-
gets have a higher priority. But, if the target levels for emissions
are reached, a decrease in BSFC will be more attractive than a
further decrease in emissions. The target emissions for NOx and
PM were chosen as 0.79 and 0.32 g/kW-hr, respectively. Wickman
et al. @10# derived these specific emissions targets from the EPA
tier II 2004 automotive diesel mandates using the vehicle road
power requirements and an assumption of 40% brake thermal ef-
ficiency ~approximately 60 miles/gallon diesel fuel!. The target
BSFC is taken as 210 g/kW-hr~i.e., 40% brake thermal effi-
ciency!.

Engine testing was done at 1757 rev/min, 45% load. This speed
was used because engine parameters were available from the
manufacturer. The temperature of the intake surge tank was kept
at 40°C. EGR was cooled by a water-cooled heat exchanger. EGR
rates were controlled by varying the position of a butterfly valve
which was located between the EGR cooler and the intake surge
tank.

Table 3 shows the factor levels for the first factorial experiment.
The values given after the6 symbol indicate the deviation from
the centerpoints that were used to define two levels, ‘‘high’’ and
‘‘low.’’ The factors used in the optimization process included in-
jection pressure, boost pressure, SOI, and EGR rate. EGR rates
are expressed using the following equation:

%EGR5
%CO2~ intake!2%CO2~ambient!

%CO2~exhaust!2%CO2~ambient!
3100. (4)

It should be noted that CO2 percentage of the intake surge tank
was chosen as a control factor for convenience instead of using
EGR rate directly. But the final results are presented in terms of
EGR rate.

The first experiment was conducted by using a 24-1 fractional
factorial design in two blocks~two days!, which is a resolution III
design. The centerpoint was run at the beginning and end of block,
and this resulted in a total of 12 runs. Also, to protect against drift,
the noncenter point experiments were randomized within the
block. Table 4 shows the coefficients for the linear response sur-
face model fit to the data gathered from the first factorial experi-
ment. Since the response surface model is a linear equation, the
gradient is the direction of the steepest ascent indicated by a
movement of each factor in a step proportional to that factor’s
coefficient. The P values in Table 4 indicate the probability that
the observed difference could have occurred by chance alone.
Therefore, the numerically high~approaching 1.0, the maximum!

Table 2 Common-rail system specifications

Table 3 Control factors for optimization starting point
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P values mean that the corresponding factors are not significant. In
this study, any factor effect that has a P value bigger than 0.25 was
assumed to be negligible.

The NOx level at the center point in the first factorial experi-
ment given in Table 4 is over five times bigger than the target
value, while PM level nearly meets the target. Therefore, it is
expected that the RSM should focus on improving NOx emission,
and the coefficients in Table 4 are consistent with the strategies for
a reduction in NOx , those corresponding to increasing EGR rate,
retarding injection timing, and decreasing injection pressure.

The first ascent experiment was conducted along the steepest
ascent indicated by the gradient of the linear response surface
model established with the first factorial experiment results until a
maximum merit value was found. The maximum merit point de-
termined in the first ascent experiment was used as the center
point for the second factorial experiment set. The second factorial
experiment was conducted at this point specified in Table 5 and
the results are given in Table 6.

The NOx level at the center point in the second factorial experi-
ment is still over twice the target value, even though it was re-
duced by 57% through the first ascent experiment. Therefore, in-
take CO2 and SOI are still the most active factors, and it indicates

that further increase in EGR rate and retarding injection timing are
required to reduce the still unacceptable NOx level.

The second ascent experiment was conducted according to the
coefficient values given in Table 6. Injection pressure and boost
pressure were not varied in the second ascent experiment, because
their high P values indicated that they were not significant factors
anymore.

The second ascent experiment gave the center point of the third
factorial experiment in Table 7. The third factorial experiment was
conducted, and the results are given in Table 8. As can be seen in
Table 8, the NOx level was reduced by 73% through the two sets
of ascent experiments, and the NOx level exceeds the target value
by 38%. But the PM level was increased due to the increased
EGR rate and retarded injection timing, which ended up at over
twice the target level. Therefore, it is expected that the strategy of
the third ascent experiment should be different from those of the
previous two ascent experiments in order to concentrate on a re-
duction in PM emissions. Surprisingly, the results of the third
factorial experiment shown in Table 8 indicated that SOI was only
the active factor, and that the injection timing should be retarded.

The third ascent experiment consisted of 4 steps. Since all fac-
tors were not active except SOI, only SOI was varied by a step
size of 0.5 CA degree. Each step was measured twice and 8 runs
were randomized. The results of the third ascent experiment are
shown in Fig. 2. Figure 2 shows that gradually retarding the in-
jection timing dramatically improved PM emissions. In order to
verify the optimum, a fourth factorial experiment should have
been conducted by using the point of step 4 in the third ascent
experiment as a center point. However, since further retardation of
injection timing was found to deteriorate the engine stability sig-
nificantly with misfire, the fourth factorial experiment could not

Table 5 Control factors for second two-level fractional facto-
rial experiment

Table 6 Coefficients and P values for the second two-level
fractional factorial and results for the center point

Table 7 Control factors for third two-level fractional factorial
experiment

Table 4 Coefficients and P values for the first two-level frac-
tional factorial and results for optimization starting point

Table 8 Coefficients and P values for the third two-level frac-
tional factorial and the results for the center point

Fig. 2 PM versus NO x results from the third ascent experiment
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be accomplished. Therefore, the best point in the third ascent ex-
periment, i.e., step 4 was declared to be the final optimized point
at this engine operating condition.

Table 9 shows the operating parameters, emission levels, and
BSFC for the optimization start point and the optimized point.
NOx emissions were reduced by 74%, and even with heavy EGR
and retarded injection timing, it was possible to keep PM emis-
sions and BSFC at nearly the same levels. As can be seen in Fig.
2, NOx emission still needs to be reduced in order to meet the
target, but the PM emission is consistent with EPA tier II 2004
mandates.

As the optimized point was approached during the optimization
process, more concern about total hydrocarbon emissions~THC!
was necessary because of the increased EGR rate and the retarded
injection timings. Also, CO was carefully monitored. At the opti-
mized operating conditions CO and THC emissions were 4.79 and
0.21 g/kW-hr, respectively. These levels are within the EPA tier II
2004 automotive diesel mandates~6.72 g/kW-hr CO and 0.49
g/kW-hr THC! that can be obtained by using the same assump-
tions as those of the NOx and PM target level calculations.

It is interesting to compare the combustion characteristics of the
optimized point and the optimization start point. Figure 3 shows
the cylinder pressure, rate of injection, and heat release of the
optimization start point. The heat release rate of the optimization
start point shows an ordinary two-stage profile, a premixed burn
fraction followed by a diffusion burn. Figure 4 shows the cylinder
pressure, rate of injection, and heat release of the optimized point.
The heat release rate curve shows a single stage of entirely pre-
mixed combustion with gradual heat release in the initial combus-
tion period, which characterizes the heat release rate of so-called
modulated kinetics~MK ! combustion, @11#. At the optimized
point, almost all the fuel was injected prior to ignition as can be
seen in Fig. 4. And this long ignition delay is due mainly to the
retarded injection timing and makes it possible for the fuel and air
to be mixed more thoroughly. This results in avoiding diffusion

burn, which explains the decrease in PM emissions seen by re-
tarding the injection timing during the third ascent experiment.

The present impressive results could be achieved since the
RSM optimization led the engine operating parameters to reach
overall lean, low-temperature and premixed combustion character-
istics, i.e., the MK combustion region. But, the RSM optimization
found independently by exploiting the modern combustion control
techniques provided in this study, such as cooled EGR and the
common rail injection system. Kimura et al.@11# applied MK
combustion to a high-load condition by using EGR gas cooling
and high pressure injections. In the high load region, it is difficult
to achieve MK combustion because of the shortened ignition de-
lay due to the higher EGR gas temperature and the prolonged
injection duration due to the increased fuel quantity. Thus, they
used an EGR gas cooler to prolong the ignition delay and a com-
mon rail injection system to shorten the injection duration in the
high load range. It should be noted that the engine running con-
dition in this study was 1757 RPM, 45% load, which also corre-
sponds to a high load region in their study.

Summary and Conclusions
A response surface optimization was performed to demonstrate

the emission reduction capability of EGR on a HSDI diesel engine
equipped with a common rail injection system. The factors used in
the optimization process included injection pressure, boost pres-
sure, SOI, and EGR rate. Engine testing was done at 1757 rev/
min, 45% load. The RSM optimization led optimum operating

Fig. 5 PM versus NO x emissions during RSM optimization

Table 9 The results of the RSM optimization

Fig. 3 Combustion data for the start point

Fig. 4 Combustion data for the optimized point
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parameters to low-temperature and premixed combustion charac-
teristics, i.e., the MK combustion region, resulting in simulta-
neous reductions in NOx and PM emissions without sacrificing
BSFC.

The emissions and fuel consumption improvements achieved
during the optimization process are summarized in Figs. 5 and 6.
The optimization proceeded by mainly increasing the EGR rate
and retarding the injection timing until the center point of third
factorial experiment was reached. Heavy use of EGR in the opti-
mum scheme is responsible for the significant reduction in NOx
emissions. Also, decreased injection pressure and retarded injec-
tion timing helped the NOx emission decrease further. However,
following this path caused an increase in PM, while retaining
BSFC. This exciting result of noncompromised BSFC might be
attributed to the effect of cooling loss reduction, since heat loss to
the cylinder walls would be reduced by the significantly decreased
burned gas temperature with increased EGR,@12#. The third as-
cent progressed with a further retardation of the injection timing.
Long ignition delays could be achieved with the retarded injection
timing during the third ascent experiment, and produced the con-
ditions for MK combustion, and resulted in 60% reduction in PM
emissions with only a slight increase in BSFC.

It can be concluded that RSM optimization is an effective and
powerful tool for realizing the full advantages of the combined
effects of combustion control techniques by optimizing their pa-
rameters. It was also shown that through a close observation of
optimization processes, a more thorough understanding of HSDI
diesel combustion can be provided.
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Nomenclature

AHRR 5 apparent heat release rate
ATDC 5 after top dead center
BSFC 5 brake specific fuel consumption

CA 5 crank angle
EGR 5 exhaust gas recirculation
ROI 5 rate of injection

THC 5 total hydrocarbons
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Dynamic Response of Automotive
Catalytic Converters to Variations
in Air-Fuel Ratio
The automotive catalytic converters, which are employed to reduce engine exhaust emis-
sions, operate in transient conditions under all modes of operation. The fluctuation in
air-fuel ratio is a major contributor to these transients. The consideration of these tran-
sients is essential in accurate modeling of catalyst operation during actual driving con-
ditions. In this work, a numerical investigation is carried out to comprehend the dynamic
response of three-way catalytic converters subjected to changes in air-fuel ratio. The
mathematical model considers the coupling effect of heat and mass transfer with the
catalyst reactions as exhaust gases flow through the catalyst. The converter dynamic
response is studied by considering a converter operating under steady conditions, which
is suddenly subjected to air-fuel ratio variations. Two types of imposed fluctuations (sinu-
soidal and step changes) are considered. The catalyst response is predicted by using a
detailed chemical mechanism. The paper elucidates the effect of air-fuel modulations on
the catalyst HC, CO, and NO conversion efficiencies.@DOI: 10.1115/1.1564065#

Introduction
Catalytic converters are employed to reduce engine exhaust

emissions, and are an integral component of engine emission con-
trol systems. A three-way catalytic converter is designed to simul-
taneously convert carbon monoxide~CO!, hydrocarbon~HC!, and
oxides of nitrogen (NOx). The efficient operation of three-way
catalysts requires that they be operated at or very near a stoichio-
metric air-fuel ratio~A/F!. This is ensured by employing a closed-
loop control fuel supply system. However, the control system’s
response lag causes the A/F to oscillate around the stoichiometric
value. In addition to these fast oscillations, which have frequen-
cies of 0.5 to 4 Hz, the catalysts are subjected to several slow
fluctuations during a typical driving cycle,@1#. These slower
changes, which have frequencies of 1 Hz and less, occur as a
result of acceleration and deceleration, and cause fluctuations in
gas flow rates, temperatures, and compositions. The influence of
these dynamic conditions makes the catalyst behavior differ sig-
nificantly from that under steady-state conditions,@1–5#.

Due to its practical importance, many previous studies,@1–10#,
investigated the influence of fluctuating A/F on the catalyst behav-
ior. In many studies, the enhancement of conversion due to fluc-
tuating A/F is attributed to the washcoat oxygen storage capacity.
However, Schlatter and Mitchell@11# explained the enhancement
of CO conversion on the basis of temporarily increased activity of
the water-gas shift reaction. They obtained the CO conversion
enhancement by varying feed gas composition in cycled and step
changes. The enhancement of catalyst’s activity or selectivity has
been reported in many other studies,@12–14#. Herz @2# showed
the evidence that A/F influences the oxygen content of a base
metal-containing three-way catalysts. The magnitude and rates of
change of oxygen content measured after abrupt changes in A/F
were sufficiently large to affect the performance of the catalyst
under dynamic operating conditions. In a later study, Herz and
co-workers,@7#, presented a detailed analysis of CO conversion
response of three-way catalysts following step-changes in engine
A/F and during individual cycles. In order to identify ways toward
possible improvement in the cyclic performance of automotive

catalysts, Cho and West@15# experimentally investigated the ef-
fect of feed composition cycling on catalyst performance as a
function of operating temperature. In a later experimental work,
Cho @16# examined the influence of A/F oscillation, and found the
favorable effect of the feed composition oscillation on the conver-
sion of three pollutants.

Schlatter et al.@9# used a simulated automotive exhaust with a
Pt/Rh catalyst to examine how modulating the A/F affects CO,
HC, and NO conversions at 550°C and a space velocity of 52,000
hr21. Their results show the influence of cyclic frequency and
amplitude on CO and NO conversion over a range of A/Fs. The
oscillation increases the CO conversion in the fuel rich zone, and
has similar effect on NO conversion on the lean side. The conver-
sion is improved by decreasing the frequency or increasing the
fluctuation amplitude. At the stoichiometric value, the oscillation
in A/F was found to decrease the CO and NO conversions. Similar
conclusions were reported by Koltsakis and Stamatelos@5# in their
recent experimental and computational study. In contrast to many
previous studies that were performed under laboratory conditions,
Silveston@4# investigated the influence of periodic fluctuations of
A/F on the catalyst under real driving conditions. He found that
frequency modulation was more beneficial in reducing emission at
low temperatures. Hence, its influence during the cold start period
will be greater. However, with an increase in temperature, the
conversion enhancement was found to be reduced.

A review of the past studies shows that most of them are limited
to experimental work. The use of mathematical modeling and nu-
merical simulations in analyzing the catalyst dynamic behavior
has been limited. Some studies used laboratory conditions for ex-
periments,~e.g., @17#!, which may not be directly applicable to
catalysts operating under severe transient modes. Furthermore, the
effect of fluctuation on catalyst efficiency is not clear and there are
still contradicting views expressed in the literature,@5#. The
present study is motivated by realizing the existing gaps in the
literature. This study employs a mathematical model to investigate
the influence of A/F modulations on the dynamic behavior of
catalysts.

Mathematical Formulation
The governing equations were developed by considering the

conservation of mass, energy, and chemical species. Using the
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assumptions and notations listed elsewhere,@18#, the governing
conservation equations for a typical single channel may be written
as follows:

the gas phase energy equation:

rgCPgS «
]Tg

]t
1vg

]Tg

]z D52hgGa~Tg2Ts! (1)

the gas phase species equations:
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where the superscriptj varies from 1 to 7 representing, respec-
tively, the following gas species: CO, NO, NH3 , O2 , C3H6 , H2
and C3H8 . The effect of homogeneous reactions in gas phase is
very small and is, therefore, neglected.

The surface energy equation:
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The surface species equations:
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Here superscriptj varies from 1 to 7, representing the surface
species in the same order as the gas species. Note that the radial
variations of species and temperatures, which are much smaller
than the axial variations, are neglected. The effect of heat loss to
the ambient is, however, included in the surface energy equation.
The heat and mass transfer coefficients in the above equations are
calculated from the conventional correlations of Nusselt and Sher-
wood numbers,@19#. The heterogeneous surface chemistry is
modeled by using the following 13-step chemical mechanism:
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where a5hydrogen-to-carbon ratio; HCF5fast burning HC;
HCS5slow burning HC; andM15@11a/4#; M25@1/21a/4#;
M35@21a/2#. In the present study, propylene, and propane rep-
resent the fast and slow burning hydrocarbons respectively. In
addition to the catalyst’s substrate kinetics, the catalyst’s oxygen
storage capacity was modeled by using a nine-step mechanism of
Otto @20#, which is listed below:

^S&1
1

2
O2→^OS& site oxidation ~OSC-1!

^OS&1CO→^S&1CO2 site reduction by CO~OSC-2)

H2O1CO→H21CO2 water-gas shift~OSC-3)
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5
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wherea is hydrogen-to-carbon ratio of the hydrocarbon.
The details of the chemical mechanisms and the corresponding

kinetic data are given elsewhere,@18#. The governing equations
were discretized by using a nonuniform grid and employing the
control volume approach with the central implicit difference
scheme in the spatial direction. A standard tridiagonal matrix al-
gorithm with an iterative successive line under relaxation method
was used to solve the finite difference equations. A sensitivity
study was performed to select the optimum spatial node and time
step sizes,@18#. For the present study, the spatial node size rang-
ing from 0.1693 mm to 19.32 mm and the time step of 0.001
second were employed. Details of the solution procedure are de-
scribed elsewhere,@18#.

Results
The numerical model’s performance under actual transient driv-

ing conditions was assessed by using experimental measurements
across the front catalyst brick from a 4.6L 2V Lincoln Town car as
it was driven during the federal test procedure~FTP!. The differ-
ence between the pollutant conversion efficiencies as determined
by the model and experimental measurements was compared in
our previous paper and was found to be less than 5%,@18#. The
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catalyst used for the present study was palladium-based and had a
length of 3 cm, cross-sectional area of 86.0254 cm2, cell density
of 62 cells/cm2, and wall thickness of 0.1905 mm. The gas mass
flow rate was 1.41731022 kg/s with 9.920531027 kg/s CO,
8.083431028 kg/s total HC, and 1.028231026 kg/s NO. The
feed gas temperature was 297°C. The variation in air fuel ratio
through both sinusoidal and step changes are considered.

Response to Sinusoidal Variation in Air-Fuel Ratio. These
results were obtained by considering the catalysts, which were
initially at steady-state conditions and were suddenly subjected to
sinusoidal modulations in A/F. During these modulations, other
inlet conditions and the concentrations of CO, HC, and NO re-
mained unchanged. The A/F was varied by changing the oxygen
concentration. Figure 1 shows the CO, HC, and NO conversion
efficiencies as a function of imposed fluctuation time period. The
A/F, initially set at 14.8~stoichiometric value of A/F is 14.51!, is
varied sinusoidally with a frequency of 1 Hz and amplitude of 5%.
The A/F ranges between 14.06 and 15.54, and the catalyst under-
goes a transition between rich and lean operating conditions dur-
ing each fluctuation time period. The catalyst responds to A/F
modulations with a time delay.

Figure 1~a! shows the CO conversion efficiency as a function of
the fluctuation time period. The initial CO conversion efficiency,
due to lean operating conditions, is very high. The results show
that, with the imposed fluctuations in A/F and the corresponding
transition to the rich zone, the CO conversion decreases. It starts
increasing again after reaching a minimum value. Interestingly,
the CO conversion efficiency drops much lower than the steady-
state value corresponding to the lower value of A/F. Near the
stoichiometric conditions, the CO conversion performance exhib-
its a discontinuous behavior and a sharp decrease in the efficiency.

The efficiency increases again as the A/F increases beyond sto-
ichiometric value. During the initial time periods, the catalyst re-
sponse is unsteady periodic. The response becomes steady peri-
odic after a long time, as shown in Fig. 2 and is further discussed
in the following section. The discontinuous and unsteady periodic
behavior is due to some kinetic effect as this behavior was not
observed with a simpler four-step kinetics,@21#.

Figure 1~b! depicts the HC conversion efficiency as a function
of the fluctuation time period. The results show that the HC con-
version efficiency of the catalyst responds to the sinusoidal modu-
lations in A/F in a periodic manner. However, the response is not
truly sinusoidal. The increase in A/F increases the HC conversion
efficiency. The conversion efficiency reaches a maximum value
~;93%! corresponding to the maximum value of A/F. After reach-
ing the maximum value, the HC conversion decreases. This de-
crease in HC conversion continues in the rich zone as the A/F
crosses the stoichiometric value. The HC conversion efficiency
attains a minimum value~;76%! before the A/F reaches its mini-
mum value. The conversion efficiency then increases. The in-
crease is relatively sharp near the stoichiometric A/F. Beyond the
stoichiometric value, the HC conversion efficiency continues to
increase until the maximum value is attained. After the first cycle,
the catalyst HC response exhibits a cyclic pattern. Similar to CO
response, the result shows a drop in the mean value around which
the conversion efficiency oscillates. This indicates that, near the
stoichiometric point, the A/F modulation causes a reduction in CO
and HC conversions.

Figure 1~c! shows the NO conversion efficiency as a function of
fluctuation time period. Compared to HC conversion efficiency,
the response of NO conversion to the sinusoidal fluctuations is
relatively more sinusoidal and more substantial. The initial steady-
state NO conversion efficiency corresponding to initial A/F of
14.8 is approximately 66.8%. The NO conversion responds to the
change in A/F with a slight time delay. The conversion efficiency

Fig. 1 Catalyst response to sinusoidal modulations in A ÕF
near stoichiometric operating conditions „mean A ÕFÄ14.8,
frequency Ä1 Hz, amplitude Ä5%…

Fig. 2 Catalyst conversion efficiencies corresponding to A ÕF
of 14.8 „when reached from rich side … during sinusoidal modu-
lations in A ÕF „mean A ÕFÄ14.8, frequency Ä1 Hz, amplitude
Ä5%…
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decreases due to an increase in the A/F. The efficiency attains a
minimum value~;27%! corresponding to the maximum value of
A/F, following which it starts increasing again. The conversion
efficiency increases sharply with a decrease in the A/F near the
stoichiometric conditions in the rich zone. As expected, in most of
the rich region, the NO conversion efficiency is very high and is
close to 100%. The conversion efficiency remains high even when
the A/F is increased beyond the stoichiometric value and into the
lean zone. The efficiency starts decreasing after the A/F is in-
creased further in the lean zone. The catalyst’s periodic response
continues as long as the fluctuating A/F field is maintained. Con-
trary to the CO and HC cases, the A/F modulation has positive
impact on NO conversion, which is improved from a steady state
value of 66.8% to 67.3%.

The steadiness of periodic response can be better judged from
Fig. 2. In this figure, the conversion efficiencies corresponding to
A/F of 14.8 ~approaching from the rich side! are plotted as a
function of time period. The initial drop in CO and HC conversion
efficiencies is due to lag in catalyst response to the imposed fluc-
tuations. The catalyst CO and HC conversion corresponding to
A/F of 14.8 ~which is slightly on the lean side! is high as shown
by the initial values. However, during the fluctuations, the catalyst
conversion at any instant does not correspond to the A/F value of
that instant and lags behind. Hence, at any time period, when the
A/F of 14.8 is reached from the rich side, the conversion effi-
ciency at that instant correspond to an A/F less than 14.8~a value
in the rich region! and is therefore lower than the initial value. The
response lag is also responsible for the initial rise in NO conver-
sion. Small fluctuations in the conversion efficiency at A/F of 14.8
indicates unsteady periodic behavior in the catalyst response,
which does not disappear completely even after a long time.

The effects of sinusoidal fluctuations in rich and lean zones

away from the stoichiometric value are presented next. The rich
zone results, as shown in Fig. 3, were obtained by initially setting
the A/F at 12.5. The catalyst is subjected to sinusoidal modula-
tions in the A/F with a 1 Hzfrequency and 5% amplitude. The
resulting A/F ranges between 11.88 and 13.13. The effect of fluc-
tuation on the CO conversion is found to be insignificantly small.
The HC conversion, on the other hand, is found to be relatively
more affected. Due to rich conditions throughout, the initial HC
conversion efficiency is very small~;2.1%!. The results show
that, in contrast to the case of transition zone, the conversion
response is truly sinusoidal. There is no delay in catalyst response
to A/F variations. Owing to rich conditions throughout the fluc-
tuation periods, the NO conversion remains very high and is not
influenced by the imposed modulations. The lean zone results, not
shown here, depict no influence on CO conversion and insignifi-
cantly small influence on HC conversion. The NO conversion ef-
ficiency shows relatively larger influence of A/F modulations.
These results clearly show that the effects of A/F modulations are
different under different operating conditions.

Effect of Oxygen Storage Capacity.From many prior experi-
ments and calculations, the oxygen storage capacity~OSC! has
been found to improve the catalyst conversion efficiencies during
rich operating condition,@18#. The effect of this mechanism on the
catalyst response to A/F modulations, however, is not well stud-
ied. In the present work, we investigated this effect by simulating
the catalyst response to A/F modulations without using the oxygen
storage mechanism. The results depict that the catalyst conversion
response to the imposed A/F modulations is relatively larger in the
absence of the OSC~see Fig. 4!. The response amplitudes of CO
and HC conversion efficiencies are 79% and 92.2%, respectively,
which are higher than those of the OSC case~having response
amplitudes of 69.1% and 17.4%, respectively!. NO conversion, on

Fig. 3 Catalyst response to sinusoidal modulations in A ÕF
near rich operating conditions „mean A ÕFÄ12.5, frequency Ä1
Hz, amplitude Ä5%…

Fig. 4 Catalyst response to sinusoidal modulations in A ÕF
without oxygen storage capacity „mean A ÕFÄ14.8, frequency Ä1
Hz, amplitude Ä5%…
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the other hand, is relatively less influenced by the absence of the
OSC. The NO conversion response amplitude for the non-OSC
case ~;71.8%! is slightly less than that for the OSC case
~;73.1%!. Overall, the results show that the catalyst is more sen-
sitive to A/F modulations in the absence of the OSC, which is in
agreement with the prior findings,@22#.

Effect of Oscillation Frequency.Figure 5 presents the CO,
HC, and NO conversion efficiencies as a function of imposed
modulation time period for different frequencies. All these results
are for catalysts, initially operating at A/F of 14.8, and subjected
to sinusoidal oscillation in A/F of 5% amplitude. The figure de-
picts, as expected, that the catalyst response to imposed oscillation
is maximum at low frequencies and its amplitude decreases with
an increase of the imposed frequency. With an increase in fre-
quency, the catalyst response becomes relatively more sinusoidal.
Higher frequencies also increase the initial phase lag in the cata-
lyst response to imposed modulations. The catalyst becomes in-
sensitive to imposed fluctuations at high frequencies. The cata-
lyst’s ‘‘insensitivity’’ is due to effective neutralization of high
frequency fluctuations by diffusion processes over the time period
required to convect them to the reaction sites. The cutoff fre-
quency corresponding to the catalyst’s insensitivity is different for
CO, HC, and NO. For the conditions studied, the cutoff frequency
is lower for CO~less than 50 Hz! than that for HC and NO~;100
Hz!. At higher frequencies, which are lower than the cutoff value,
NO exhibits an increase in response time period. For example, the
NO response time period is three times larger than that of the
imposed modulation at 75 Hz. The effect of frequency on the
catalyst response is also found to be different for different pollut-
ants in different frequency ranges as shown in Fig. 6, where the
catalyst average response amplitude is plotted as a function of the
imposed frequency. The results show that HC response is very
sensitive to the imposed modulation frequency at very low fre-

Fig. 5 Catalyst response to sinusoidal modulations in A ÕF: ef-
fect of oscillation frequencies „a… CO conversion efficiency; „b…
HC conversion efficiency; „c… NO conversion efficiency „mean
AÕFÄ14.8, amplitude Ä5%…

Fig. 5 „continued …
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quencies~below 1 Hz!, whereas the CO and NO responses are not
much sensitive to the modulation frequencies up to 5 and 20 Hz,
respectively. At very low frequencies~e.g., 0.1 Hz!, the CO and
NO response amplitudes are lower than those at higher frequen-
cies ~e.g., 1 Hz!. This may be explained by considering that, at
very low frequencies, the catalyst performance is similar to that of
the steady state conditions. So, the catalyst response at these fre-
quencies corresponds to the difference between the two steady
state values. Recall that, during the transient conditions, the cata-
lyst performance may drop lower than that of the corresponding
steady-state conditions. Hence, the response amplitude at 1 Hz
~influenced by the transient behavior! becomes higher than that at
0.1 Hz ~exhibiting steady-state behavior!.

Effect of Oscillation Amplitude. Figure 7 shows the catalyst
conversion efficiencies as a function of oscillation time period for
different amplitudes of A/F modulations. These results are for
catalysts, which are initially operating at A/F of 14.8 and are
subjected to sinusoidal fluctuations in A/F of 1 Hz frequency. The
results show that the increase of oscillation amplitude generally
increases the catalyst response. The relative effect of amplitude on
NO conversion is higher than that on other pollutant conversion.
The relative effect of increasing the modulation amplitude from
5% to 10% is higher than that from 10% to 15%. For all ampli-
tudes, the catalyst response exhibits some unsteady periodic be-
havior. At higher amplitudes, the catalyst is found to take much
longer time before exhibiting a repeating response pattern. For the
conditions studied, where all fluctuation amplitudes cause the
catalysts to go through a transition from lean to rich zone, other
than the response amplitude, the fluctuation amplitude has insig-
nificant influence on any other aspect of the catalyst response.
However, the fluctuation amplitude will have greater influence on
the catalyst response when their values determine whether or not
the catalyst will undergo a transition.

Response to Step Change in Air-Fuel Ratio. The response

to step change in A/F is investigated by considering the catalysts
initially operating at steady state, and which are subjected to step
changes in A/F. During the step change, the other inlet conditions
remain unchanged. Figure 8 shows the effect of step change in
A/F from a value of 15~lean condition! to a value of 14~rich
condition!. The figure shows that CO conversion efficiency, which
is initially 99.7%, responds to the step change and the efficiency
drops to 39.3%. The low CO conversion performance lasts only a
very short period and the conversion efficiency increases to values
over 90%. While steady-state value of 93% is reached slowly,
most major changes take place in the first second of the step
change. For the conditions studied, the step change in A/F brings
about a significant change in HC conversion performance. The
efficiency drops from 92.7% to 2%. It takes a long time~;25
seconds! before the final steady state value is reached. The re-
sponse of NO conversion to step change in A/F, on the other hand,
is very fast. It takes 0.3 second to attain the final steady-state
value. The NO conversion efficiency increases from 4.3%~in the
lean zone! to 99.9%~in the rich zone!.

The effect of step changes in transition from rich to lean con-
ditions is considered next. Figure 9 shows the results of this tran-
sition, in which the A/F is changed from 14~rich condition! to 15
~lean condition!. The CO conversion is not much influenced~from
99.2% to 99.7%! by the step change in A/F. In this case, the initial
CO conversion efficiency~99.2%! is higher than that obtained for
the similar value of A/F of 14 in the previous case of step change
from lean to rich. This difference is due to a slightly higher NO
conversion corresponding to A/F of 14 in the previous case than in
the present case. This difference in NO conversion performance is
discussed further later in this section. There is also a small drop in
the CO conversion for a very short period as the catalyst is sub-
jected to step change. The drop is immediately followed by an

Fig. 6 Catalyst CO response to sinusoidal modulations in A ÕF
for different oscillation frequencies „mean A ÕFÄ14.8, amplitude
Ä5%…

Fig. 7 Catalyst response to sinusoidal modulations in A ÕF: ef-
fect of oscillation amplitudes „mean A ÕFÄ14.8, frequency Ä1
Hz…
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increase in conversion. As in the previous case, the HC conversion
is significantly affected by the step change. The conversion effi-
ciency increases from 2% to 92.7%. The step change causes the
NO conversion efficiency to decrease from 99.2% to a lower
value of 42.3%. The efficiency then increases to 49.3% corre-
sponding to A/F of 15. Note that this efficiency is much higher
than the steady-state value of 4.3% corresponding to A/F of 15,
which was obtained in the previous case. This increase in NO
efficiency indicates a hysteresis effect. Thus the catalyst NO con-
version efficiency corresponding to a value of A/F depends, not
only on the value of the A/F, but also on the path by which that
value is reached. Higher efficiency is obtained when a particular
A/F is reached from the rich zone than the case when it is reached
from the lean side. The hysteresis in NO conversion is due to the
OSC effect as this behavior is not observed in the non-OSC case.

Double Step Change.The effect of double step change in A/F
is investigated by considering a catalyst, initially operating at
steady state, which is subjected to a step change in A/F for 1
second and then returns back to its original operating point. Figure
10 shows the results of double step change from the A/F of 14
~rich condition! to 15 ~lean conditions! for one second, and then
back to the value of 14~rich condition!. The results depict that the
CO conversion is changed from 99.2% to 99.8%, which is fol-
lowed by a drop of efficiency to a lower value of 42.6%. After
reaching a minimum value, the CO conversion starts increasing
until it attains the final steady value of 99.2%. The steady state is
achieved in roughly less than 2 seconds. Similar to the case of a
single step change, the effect on HC conversion efficiency is sig-
nificant. The conversion efficiency increases from 2.1% to 93.1%,
followed by a drop to the initial value. The steady-state conditions
are achieved very slowly.

The NO conversion efficiency responds similar to that of the
combination of two step changes. The efficiency drops from
99.2% to a lower value of 42.3%, followed by an increase to
49.8%~steady state value corresponding to A/F of 15 as discussed

Fig. 8 Catalyst response to step change in A ÕF: from lean to
rich zone „AÕFÄ15 to 14 …

Fig. 9 Catalyst response to step change in A ÕF: from rich to
lean zone „AÕFÄ14 to 15 …

Fig. 10 Catalyst response to double-step change in A ÕF: lean
excursion for 1 second „AÕFÄ14 to 15 to 14 …
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earlier!. The efficiency then increases further back to the initial
value corresponding to the decrease of A/F to 14. Compared to the
HC case, the steady-state conditions for CO and NO are reached
faster.

Conclusions
During dynamic operation, the catalyst behavior is very differ-

ent from that under the steady-state conditions. The behavior is
also greatly influenced by the operating conditions and chemical
kinetics. Near stoichiometric conditions, the A/F modulation de-
creases the CO and HC conversion and improves the NO conver-
sion. The effect on HC conversion is relatively small. For these
conditions, the response of conversion efficiencies is not truly
sinusoidal to sinusoidal modulations. At higher modulation fre-
quencies, however, the response becomes sinusoidal. Under lean
and rich conditions, the A/F modulations have relatively insignifi-
cant effects on the catalyst conversion performance.

Near stoichiometric conditions, the oxygen storage capacity is
found to make the CO and HC conversion less sensitive and NO
conversion slightly more sensitive to A/F modulations. The cata-
lyst response to imposed modulation is generally high at low fre-
quencies and its amplitude decreases with an increase of the im-
posed frequency. The effect of imposed frequency on the catalyst
response is different in different frequency ranges for different
pollutants. At higher frequencies, the catalyst becomes ‘‘insensi-
tive’’ to imposed modulations. The cutoff frequency correspond-
ing to the catalyst’s insensitivity is different for CO, HC, and NO.
The increase of oscillation amplitude increases the response of
catalyst. The step changes in A/F show that the HC conversion
responds very slowly to a transition from lean to rich conditions.
The response of NO conversion to step changes is very fast. Due
to the effect of the oxygen storage capacity, the NO conversion
efficiency exhibits a hysteresis effect. This causes the NO conver-
sion efficiency corresponding to a value of A/F to depend, not
only on the value of the A/F, but also on the path by which that
value is reached. Higher efficiency is obtained when a particular
A/F is reached from the rich zone than the case when it is reached
from the lean side.
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Nomenclature

Cg
j 5 gas phase concentration of speciesj, mol/m3

Cs
j 5 surface concentration of speciesj, mol/m3

Cpg 5 specific heat of gas, J/~kg•K!
Cps 5 specific heat of substrate, J/~kg•K!
Ga 5 geometric surface area, m2/m3

DHk 5 heat of reaction of speciesk, J/mol
hg 5 heat transfer coefficient between flow and substrate,

J/~m2
•s•K!

h` 5 heat transfer coefficient between substrate and atmo-
sphere, J/~m2

•s•K!
km

j 5 mass transfer coefficient for speciesj, m/s
Rk 5 reaction rate ofkth reaction, mol/~m2

•s!

Sext 5 external surface to volume area ratio, m2/m3

t 5 time, s
T` 5 ambient temperature, K
Tg 5 gas temperature, K
Ts 5 substrate temperature, K
vg 5 gas flow velocity, m/s

z 5 coordinate along catalyst axis, m
a 5 hydrogen-to-carbon ratio in the fuel
« 5 void volume fraction

ls 5 thermal conductivity of substrate, J/~m•s•K!
rg 5 gas density, kg/m3

rs 5 substrate density, kg/m3
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Numerical Analysis of Unsteady
Exhaust Gas Flow and Its
Application for Lambda Control
Improvement
A multidimensional computational fluid dynamics (CFD) tool has been applied to analyze
the exhaust system of a gasoline engine. Since gas flow in the exhaust manifold is affected
by exhaust pulsations, prediction methods based on steady flow are not able to predict gas
flow precisely enough. Therefore, a new multidimensional calculation method, called
pulsation flow calculation, has been developed. A one-dimensional gas exchange simula-
tion and a three-dimensional exhaust gas flow calculation are combined to simulate gas
flow pulsations caused by the gas exchange process. Predicted gas flow in the exhaust
manifold agreed with the experimental data. With the aim of reducing emissions, the
pulsation flow calculation method has been applied to improve lambda feedback control
using an oxygen sensor. The factors governing sensor sensitivity to the exhaust gas from
each cylinder were clarified. The possibility of selecting the oxygen sensor location in the
exhaust manifold on the basis of calculations was proved. The effect of an exhaust mani-
fold with equal-length cylinder runners on achieving uniform sensor sensitivities was
made clear. In addition, a new lambda feedback control method for an exhaust manifold
with different-length cylinder runners is proposed.@DOI: 10.1115/1.1473149#

Introduction
In recent years, continuing concerns about air quality have ne-

cessitated further reductions of automotive emissions such as hy-
drocarbons~HCs! and nitrogen oxides (NOx). Increasingly tighter
regulatory standards are scheduled to be enforced in the future. In
addition, recent growing concerns about the greenhouse effect
caused by carbon dioxide (CO2) emissions have resulted in the
enforcement of stricter fuel economy standards. At the same time,
there have been large expectations for engine power improve-
ments to meet consumer demands for better drivability. In this
regard, it is essential to use computational fluid dynamics~CFD!
tools to develop new engine systems that can strike a balance
between engine power and emission standards. Design and devel-
opment lead time must also be shortened in order to meet con-
sumers’ rapidly changing needs. Hence, there have been strong
expectations for the development of simulation methods for pre-
dicting performance in the design stage.

Progress has been made in applying multidimensional CFD
tools to the intake system, including to the intake port design for
larger mass flow~@1,2#! and for optimization of in-cylinder flow
~@3–6#!. There are some reports about gas flow optimization in
underfloor catalytic converters with CFD tools~@7–9#!. However,
there have been few reports about CFD application to the exhaust
manifold. The complex shape of the exhaust system requires con-
siderable time to create computational grids. The exhaust mani-
fold is characterized by high flow velocities and elevated tempera-
tures, making it difficult to obtain sufficient calculation
convergence. Recently, three-dimensional computer-aided design
~CAD! software has developed rapidly and also CFD software
codes have been greatly improved. It is now becoming possible to
apply CFD tools to exhaust systems.

In this study, a multidimensional CFD tool was used to analyze
the flow in the exhaust manifold of a gasoline engine. Initially, a

steady flow simulation was attempted. However, because the gas
flow in the exhaust manifold is greatly affected by exhaust pulsa-
tions, prediction methods based on steady flow are not able to
predict gas flow precisely enough. There are a few reports about
unsteady flow simulation methods which consider the effect of
exhaust pulsations~@10,11#!. In those simulations, the inlet veloci-
ties obtained experimentally were used as boundary conditions.
Because it takes a great deal of time to obtain inlet velocities
through experiments, those simulation methods have not found
application as design tools.

In this work, a new multidimensional calculation method,
called pulsation flow calculation, has been developed. A one-
dimensional gas exchange simulation~@12#! and a three-
dimensional exhaust gas flow calculation are combined to simu-
late gas flow pulsations caused by the gas exchange process. This
pulsation flow tool makes it possible to simulate unsteady exhaust
gas flow in the exhaust manifold.

With the aim of reducing emissions, the pulsation flow calcu-
lation method has been applied to improve lambda feedback con-
trol using an oxygen sensor. Improvement of lambda control ac-
curacy is important for effective utilization of three-way catalysts.
In this regard, the oxygen sensor must be placed so that it has
uniform sensitivity to the exhaust gas from each cylinder, i.e., the
exhaust from each cylinder must pass through the sensor location
equally. To date, time-consuming experimental work has been the
only way to evaluate sensor sensitivities. Therefore, the pulsation
calculation method was applied to select the optimum sensor lo-
cation.

The exhaust gas flow around the oxygen sensor was first ana-
lyzed by running a pulsation flow simulation. The factors govern-
ing sensor sensitivities to the exhaust gas from each cylinder were
made clear. As a result, the possibility of selecting the optimum
oxygen sensor location in the exhaust manifold on the basis of
calculations was demonstrated.

Next, the gas concentrations at the oxygen sensor location were
analyzed thoroughly and the effect of an exhaust manifold with
equal-length cylinder runners on achieving uniform sensor sensi-
tivities was investigated. In addition, a new lambda feedback con-
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trol method for an exhaust manifold with different-length cylinder
runners was examined. It was found that uniform sensor sensitivi-
ties are difficult to achieve in an exhaust manifold with cylinder
runners of different lengths. In this regard, a method of detecting
the exhaust air-fuel ratio of each cylinder by using an observer has
been reported~@13#!. This method takes into account the exhaust
gas volume ratio of each cylinder and uses the observer theory to
detect the exhaust air-fuel ratio from each cylinder. It is said that
the air-fuel ratio of the exhaust gas from each cylinder can be
controlled to stoichiometric proportions with one oxygen sensor.
However, this method is also based on an exhaust manifold with
equal-length cylinder runners. Therefore, it would be difficult to
control the air-fuel ratio precisely for an engine having an exhaust
manifold with different-length cylinder runners. To overcome that
problem, a new lambda feedback control method for such an ex-
haust manifold is presented.

Experimental Validation of Exhaust Gas Flow by
Steady Flow Simulation

Qualitative Validation. Experimental validation was the first
task undertaken in order to determine the possibility of applying a
CFD tool to exhaust systems. A steady flow simulation was run to
predict the exhaust gas flow. Figure 1 and Table 1 show the com-
putational grids and flow analysis conditions, respectively. The
model was one of a close-coupled catalyst of a V-6 engine. The
general STAR-CD code was used to perform the calculations
~@14#!. The flow was assumed to be compressible. The conserva-
tion equations of mass, momentum, and energy, the transportation
equations of turbulence energy, and its dissipation~k-« turbulence
model! were used. The law of the wall was used in the wall
boundary. The differencing scheme was upwind.

First, the computational grid size dependency was examined.
The computational grid type used in this simulation was all hexa-
hedron as shown in Fig. 1. A steady flow simulation was con-
ducted with different computational grid sizes to examine numeri-
cal accuracy and grid size dependency. Figure 2 shows the
calculation results for normalized flow coefficients. The larger the
computational grid sizes are, the smaller the flow coefficients be-
come. Namely, calculation error increases with a larger grid size.
This is because, as the grid size becomes larger, the cross-section
area becomes smaller where the section is round. In addition to

that, the law of the wall is not applicable with a large grid size.
Therefore, in this simulation, a grid size of about 2 mm was se-
lected taking into account the calculation time. The calculation
error was less than 1%, as shown in Fig. 2.

The gas flow distribution at the catalyst inlet~exhaust manifold
outlet! was examined to validate the flow prediction qualitatively.
A steady flow bench test was conducted using a close-coupled
catalyst. An ink injector was placed upstream of the exhaust mani-
fold. Atomized ink was injected into the air and mixed with it. The
air mixed with the ink flowed from the exhaust manifold inlet of
each cylinder~#2, #4, and #6! in succession. The ink thickness
distribution at the catalyst inlet~Fig. 1! was examined.

A steady flow simulation was then conducted using the same
inlet air flow volume as in the experiment. It was assumed that the
atomized ink concentration in the air was uniform and that the ink
thickness at the catalyst inlet would be proportional to the air flow
rate. A comparison was made between the measured ink thickness
distribution and the calculated velocity distribution.

Figure 3 compares the predicted and measured catalyst inlet gas
flow. In the experimental results, the ink thickness was large at the
#6 cylinder side when the gas flowed in from the #2 cylinder. In
the calculation results under the same conditions, the velocities
were large at the #6 cylinder side and their distribution agreed
well with the experimental data. In the other two cases~#4 and

Fig. 1 Computational grids for a close-coupled catalytic con-
verter system

Fig. 2 Computational grid size dependency

Fig. 3 Comparison of predicted and measured gas flow at
catalyst inlet

Table 1 Flow analysis conditions

Program STAR-CD

Flow Compressible
standardk2«

Wall boundary Law of the wall

Differencing scheme Upwind
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#6!, the predicted velocities were large where the ink thickness
was large in the experiment. These results confirmed qualitatively
the validity of the exhaust gas flow calculation and showed that it
is possible to make qualitative predictions of the gas flow in the
exhaust manifold by simulation.

Quantitative Validation. A quantitative validation was then
conducted by comparing the velocities at the oxygen sensor,
which was located at the confluence point of the exhaust manifold
~Fig. 1!. Again, a steady flow bench test was conducted. The air
flowed successively from the exhaust manifold inlet of each cyl-
inder, just as in the qualitative validation. A hot-wire anemometer
was placed at the sensor location and the velocities at the sensor
top were measured. The computational grids shown in Fig. 1 were
used in the calculation. The same inlet air flow volume as in the
experiment was applied and the velocity at the sensor top was
computed.

Figure 4 compares the predicted and measured velocities at the
top of the oxygen sensor. The predicted velocities of the gas from
each cylinder tended to agree well with the experimental results.
The absolute values of the predicted velocities were in good
agreement with the experimental results, though the calculated
velocities were a little lower. Because, a grid size of 2 mm was
used in this calculation model, the pressure drop was slightly
higher than in the experimental results. That is the reason why the
predicted velocities were a little lower than the measured ones.
These results confirmed quantitatively the validity of the exhaust
gas flow calculation, indicating that the gas flow in the exhaust
manifold can be predicted quantitatively by simulation.

Oxygen Sensor Sensitivity
In a gasoline engine, lambda feedback control with an oxygen

sensor is essential to utilize three-way catalysts effectively by
keeping the air-fuel ratio as close to stoichiometric proportions as
possible. However, the quantity of fuel injected into each cylinder
of a multicylinder engine tends to differ. There is also some dis-
persion of the air flow volume distribution in each cylinder. For
these reasons, the air-fuel ratio is not precisely equal in each cyl-
inder, causing the oxygen concentration in the exhaust gas from
each cylinder to differ. In this regard, the oxygen sensor must be
placed where it can detect the exhaust gas from each cylinder
equally in order to control the overall air-fuel ratio to stoichio-
metric proportions. In other words, the oxygen sensor must be
uniformly sensitive to the exhaust gas from each cylinder. Time-
consuming experimental work has been the only way so far to
evaluate sensor sensitivities. It takes a lot of trial-and-error experi-
mentation and development time to find the optimum sensor loca-
tion. An attempt was made to overcome this problem by applying
CFD simulation to select the optimum sensor location.

Figure 5 shows an example of the oxygen sensor sensitivities
measured experimentally. In the experiment, the fuel injection
quantity was forcibly reduced in one cylinder and the overall air-
fuel ratio downstream of the confluence point was measured. In
the case of sensor 1, sensitivity to the #2 cylinder exhaust gas was

high, indicating that the sensor detected the #2 cylinder exhaust
gas more than that from the other cylinders. Hence, it would de-
tect the lean exhaust gas of the #2 cylinder when the quantity of
fuel injected into that cylinder was reduced. As a result, the fuel
injection quantity would be increased for all three cylinders to
control the air-fuel ratio to stoichiometric proportions, resulting in
an overall rich air-fuel ratio. On the other hand, the sensor would
detect the stoichiometric exhaust gas of the #2 cylinder even when
the quantity of fuel injected into the #6 cylinder was reduced. In
this case, the fuel injection quantity would not be changed to keep
the air-fuel ratio at stoichiometric proportions, thus resulting in an
overall lean air-fuel ratio.

As mentioned earlier, the oxygen sensor must be uniformly
sensitive to the exhaust gas from each cylinder to ensure effective
use of the catalyst. Accordingly, a sensor location that yields a
uniform air-fuel ratio must be chosen. Based on a comparison of
the experimental results in Fig. 5, the position of sensor 2 would
be better.

Oxygen Sensor Sensitivity Prediction by Steady Flow
Simulation

First, the possibility of predicting oxygen sensor sensitivity by
steady flow simulation was examined. The model used was that of
a close-coupled catalyst of a V-6 engine~Fig. 1!. In the steady
flow simulation, the gas flowed from the exhaust manifold inlet of
each cylinder~#2, #4, and #6! in succession. Three different en-
gine operating conditions were selected for making sensitivity
predictions. The boundary condition of the simulation was the
inlet velocity having an equivalent air flow volume to that of an
actual engine. It was assumed that oxygen sensor sensitivity cor-
relates with the exhaust gas flow from each cylinder at the sensor
location. Therefore, the exhaust gas velocities from each cylinder
at the sensor location were examined.

In comparing the experimental and calculated results, the fol-
lowing indices of sensor sensitivity were used. The indexDA/Fave
was used for the experimental results. First, A/Fave, the average
overall air-fuel ratio for all three cylinders, was calculated by

A/Fave5@A/F~#2!1A/F~#4!1A/F~#6!#/3. (1)

Then, DA/Fave, the deviation from A/Fave of each cylinder was
calculated by

DA/Fave~cyl.#!5@A/Fave2A/F~cyl.#!#. (2)

Sensor sensitivity increases in proportion to the value of A/Fave.
The indexDVave was used for the calculated results. First, the

velocity of the exhaust gas from each cylinder at the sensor loca-
tion was examined.Vave, the average velocity for all three cylin-
ders, was then calculated by

Vave5@V~#2!1V~#4!1V~#6!#/3. (3)

Fig. 4 Comparison of predicted and measured velocities at
oxygen sensor

Fig. 5 Oxygen sensor sensitivity
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Then,DVave, the normalized deviation fromVave of each cylinder
was calculated by

DVave~cyl.#!5@V~cyl.#!2Vave#/Vave. (4)

Sensor sensitivity increases in proportion to the value ofDVave.
Figure 6 compares the measured and calculated oxygen sensor

sensitivities. Under a high load condition, the measured (DA/Fave)
and calculated (DVave) results showed similar tendencies. How-
ever, the tendencies of the calculated sensor sensitivities (DVave),
i.e., the gas flow velocities at the sensor location, were almost the
same for all three operating conditions. These results suggest that
the Reynolds number was large enough in these steady flow cal-
culations and that the similarity law of flow was operating~@15#!.
On the other hand, the measured sensitivities (DA/Fave) of each
cylinder varied depending on the engine operating conditions. The
results indicate that it is difficult to predict oxygen sensor sensi-
tivities on the basis of steady flow calculations. Since the gas flow
in the exhaust manifold is affected by exhaust pulsations, gas flow
predictions based on steady flow are not sufficiently accurate.

Pulsation Flow Simulation
A flow calculation procedure that takes into account the gas

exchange process is needed to consider the effects of pulsation
flow in the exhaust manifold. That requires a model of the entire
engine system, including the intake and exhaust systems. How-
ever, it would be impractical to simulate the gas flow in the entire
engine system with a three-dimensional model. Therefore, a new
calculation method, called pulsation flow calculation, has been
developed to simulate pulsation flow caused by the gas exchange
process. In this pulsation flow simulation, a one-dimensional gas
exchange simulation and a three-dimensional exhaust gas flow
calculation are combined. An in-house gas exchange simulation
code has been adopted for performing one-dimensional calcula-
tions and the STAR-CD code is used for three-dimensional calcu-
lations.

Figure 7 shows an outline of the pulsation flow simulation
method. In the one-dimensional calculation, the entire engine sys-
tem model is described as a combination of one-dimensional pipes
and dimensionless containers. In the three-dimensional calcula-
tion, an exhaust system model that includes the exhaust ports,
exhaust manifold, catalyst, and defuser is used. Therefore, the
boundary conditions are set at both the inlet of the exhaust ports
and outlet of the defuser, since the gas flow in the exhaust mani-
fold is largely affected by the configurations of the exhaust ports
and the defuser. First, a one-dimensional gas exchange simulation

is run to obtain velocity, pressure, temperature, and density data at
both the inlet of the exhaust ports and outlet of the defuser for one
cycle ~720 crank angle degrees!. Next, a three-dimensional calcu-
lation is executed using the results of the one-dimensional calcu-
lation as the boundary conditions.

Experimental Validation of Pulsation Flow Simulation
Experiments were conducted to validate the pulsation flow

simulation method. First, the pressures at the oxygen sensor loca-
tion were compared. In the experiment, a piezoelectric pressure
sensor was placed at the oxygen sensor location to measure the
change in pressure at each crank angle. Two different engine op-
erating conditions, namely, low and high load conditions, were
selected for experimental validation. The computational grids in
Fig. 1 were used in the calculations, and a pulsation flow simula-
tion was conducted to compute the pressure at the sensor location.

Figure 8 compares the predicted and measured pressure wave-
forms at the oxygen sensor location. The predicted peak pressure
locations agree well with the experimental data, although the cal-
culated peak pressures are a little smaller. A comparison of the
results for the two different load conditions indicates that the mea-
sured pressure oscillations are much larger under the high load
condition than under the low load condition. The same tendency is
observed for the calculated results.

A gas flow visualization was then performed to compare the
exhaust gas flow in the close-coupled catalyst. The visualization
area was between the exhaust manifold and the catalytic con-
verter, and the flow pattern of the tracer gas bubbles was exam-
ined. The predicted flow pattern in the visualization area agreed
well with the experimentally measured pattern.

Fig. 6 Comparison of calculated and measured sensor sensi-
tivities

Fig. 7 Simulation method for exhaust gas pulsation due to the
gas exchange process

Fig. 8 Comparison of predicted and measured pressure at
oxygen sensor
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These results confirmed the validity of the pulsation flow simu-
lation method, indicating that the pulsation gas flow caused by the
gas exchange process in the exhaust manifold can be predicted by
pulsation flow simulation.

Oxygen Sensor Sensitivity Prediction by Pulsation Flow
Simulation

The possibility of predicting oxygen sensor sensitivity by pul-
sation flow simulation was then examined. The model used was
that of the close-coupled catalyst of a V-6 engine~Fig. 1!, which
was employed in the predictions by steady flow simulation. Three
different engine operating conditions were again selected for mak-
ing sensor sensitivity predictions. In the calculation, the exhaust
gas from each cylinder was marked to determine which cylinder
gas passed the oxygen sensor location.

Figure 9 shows an example of the pulsation flow simulation
results for an engine speed of 2000 rpm at a 3/4 load. The figure
shows the velocities and concentrations of the exhaust gas from
each cylinder at the oxygen sensor location. Due to the high load
condition, blow down at an open exhaust valve had a large effect
on gas flow. It created a main exhaust gas flow and three velocity
peaks in the exhaust gas from each cylinder during one cycle.
After the main gas flow passed the sensor location, its gas con-
centration was dominant, although the reverse flow of the exhaust
gas from the previous cylinder also had some effect. The veloci-
ties at the sensor location were always larger than 1 m/s, which is
the minimum velocity for the sensor to detect the oxygen concen-
tration in the gas. Therefore, it is presumed that the sensor was
detecting the oxygen concentration constantly. In this regard, the
gas concentrations of each cylinder were analyzed.

In comparing the experimental and calculated results, the fol-
lowing indices of sensor sensitivity were used, as in the predic-
tions by steady flow simulation. The indexDCONCave was used

for the calculated results. First, CONC, the average concentration
of the exhaust gas from each cylinder at the sensor location in one
cycle, was calculated by

CONC~cyl.#!5S i 51.720concentration~cyl.#!/720 (5)

Then, CONCave, the average concentration for all three cylinders,
was calculated by

CONCave5@CONC~#2!1CONC~#4!1CONC~#6!#/3. (6)

Next, DCONCave, the normalized deviation from CONCave of
each cylinder, was calculated by

CONCave~cyl.#!5@CONC~cyl.#!2CONCave#/CONCave. (7)

Sensor sensitivity increases in proportion to the value of
DCONCave.

The indexDA/Fave was used for the experimental results, as in
the prediction by steady flow simulation~Fig. 6!.

Fig. 9 Calculated velocities and gas concentrations at oxygen
sensor

Fig. 10 Comparison of calculated and measured sensor sen-
sitivities

Fig. 11 Correlation between calculated and experimental sen-
sor sensitivity dispersion
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Figure 10 compares the experimental and calculated oxygen
sensor sensitivities. As mentioned earlier, it is assumed that sensor
sensitivity increases in proportion to the exhaust gas concentra-
tion. The experimental (DA/Fave) and calculated (DCONCave)
sensor sensitivities show nearly the same tendencies in all three
cases. These results confirm the possibility of predicting oxygen
sensor sensitivities by pulsation flow simulation.

The oxygen sensor sensitivity predictions were then validated
quantitatively. Figure 11 shows dispersion indices of the experi-
mental and calculated oxygen sensor sensitivities. The indexD
concentration was used for the calculated results. TheD concen-
tration was calculated by

DConcentration5DCONCave~max!2CONCave~min!. (8)

The indexD A/F was used for the experimental results and was
calculated by

DA/F5A/Fave~max!2A/Fave~min!. (9)

The correlation between the dispersion indices of the calculated
and experimental oxygen sensor sensitivities is also shown in Fig.
11. A relatively strong correlation is seen between the calculated
~D concentration! and experimental results~D A/F!. The coeffi-
cient of correlation is approximately 0.8. These results verify that
dispersion of sensor sensitivities can be predicted by simulation.
This means that the optimum sensor location for uniform sensor
sensitivity can be selected on the basis of calculations.

Selection of Optimum Oxygen Sensor Location
The optimum oxygen sensor location was selected using the

foregoing simulation method. The optimum location was chosen
among four possible positions allowed by the layout of the ex-
haust manifold in Fig. 1. Figure 12 shows the reduced sensor
sensitivity dispersion at the optimum location. Sensor sensitivity
dispersion indices were averaged for several engine operating
conditions both in the calculation and in the experiment. Based on
the calculated results, sensor location B was selected since it
showed the smallest dispersion of sensor sensitivities among all
the locations. The experimental data indicate that the dispersion of
sensor sensitivities was reduced by 60% at location B. These re-
sults thus verify the possibility of selecting the optimum location
for the oxygen sensor in the exhaust manifold on the basis of
calculations.

Factor Governing Oxygen Sensor Sensitivity
An analysis was made of the factors governing oxygen sensor

sensitivities. As seen in Fig. 10, sensor sensitivities to the exhaust
gas from each cylinder (DA/Fave) vary depending on the engine
operating conditions. It is thought that sensor sensitivities have a
relatively strong correlation with the gas concentrations at the
sensor location. Therefore, the gas concentrations at the sensor
location were thoroughly analyzed.

Figure 13 shows the exhaust gas concentration of each cylinder
at the oxygen sensor location for one cycle. The period of time
that the exhaust gas from each cylinder was present at the sensor
location was investigated. Under the high load condition, the ex-
haust gas from each cylinder was present for nearly the same
length of time. On the other hand, under the low load condition,
the #4 cylinder exhaust gas was present for a longer period of time
while the #6 cylinder exhaust gas was present for a shorter dura-
tion. This explains why the average concentration of the #4 cyl-
inder exhaust gas was higher and that of the #6 cylinder was lower
under the low load condition.

This difference originates in the shape of the exhaust manifold
runners. The runner length from the exhaust port to the oxygen
sensor location is different for each cylinder, which means the
exhaust gas from each cylinder travels a different distance. For
example, the exhaust manifold runner of the #6 cylinder is longer
than that of the other two cylinders. Hence, it takes more time for
the #6 cylinder exhaust gas to reach the sensor location than the
exhaust gas from the other two cylinders, especially when the gas
velocities become smaller under the low load condition. There-
fore, in the low load condition, the #2 cylinder exhaust gas~#2
fires after #6! arrives soon after the #6 cylinder gas reaches the
sensor location. Hence, the #6 cylinder gas stays at the sensor
location for a shorter period of time. On the other hand, the #4
cylinder gas stays longer at the sensor location, since it takes more
time for the #6 cylinder gas to reach the sensor. Therefore, it is
assumed that the change in oxygen sensor sensitivities depending
on the engine operating conditions is caused by the different
lengths of the cylinder runners.

Uniform Oxygen Sensor Sensitivity
A way of achieving uniform oxygen sensor sensitivities is dis-

cussed here in reference to the foregoing results. It was found that
the factors governing sensor sensitivity are the gas flow velocity
and the average concentration of the exhaust gas from each cyl-
inder at the sensor location in one cycle. The first condition is that
the exhaust gas from each cylinder must be present at the sensor
location in an equal concentration. Therefore, the oxygen sensor
must be placed where the exhaust gases from all cylinders pass
equally. Secondly, the exhaust gas from each cylinder must be
present at the sensor location in the same time period to achieve
uniform sensitivity. This means that the runner lengths from the
exhaust port to the oxygen sensor location must be equal for all
cylinders.

Figure 14 shows the effect of the cylinder runner length on the
period of gas presence for two different engine operating condi-

Fig. 12 Selection of optimum oxygen sensor location based
on calculations

Fig. 13 Comparison of gas concentration from each cylinder
at oxygen sensor
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tions. These results were obtained by a one-dimensional gas ex-
change simulation. For the manifold with equal-length cylinder
runners, the period of gas presence was equal for all three cylin-
ders under both conditions. This indicates it is possible to achieve
uniform sensor sensitivities when the oxygen sensor is placed
where exhaust gas from each cylinder passes equally. On the other
hand, for the manifold with different-length cylinder runners, the
period of gas presence differed for each cylinder under both op-
erating conditions. That would make it difficult to obtain uniform
oxygen sensor sensitivities under all operating conditions.

With some engine types, it is difficult to adopt equal-length
cylinder runners due to layout limitations. Therefore, for such
engines, it is more practical to apply a new lambda feedback
control method than to use hardware approaches, such as chang-
ing the exhaust manifold shape or using several oxygen sensors.
In addition, V-8 engines with an eccentric ignition timing require
a new lambda control method. Figure 15 shows the ignition tim-
ing and sensor sensitivities of a V-8 engine. The interval between
one ignition timing and the next differs for each cylinder when
each bank has its own lambda control. For example, in the left
bank, the #8 cylinder has the longest interval to the next ignition
timing of all the cylinders. The experimental results in the figure
show that the oxygen sensor was most sensitive to the exhaust gas
from the #8 cylinder as was expected. These results indicate that
the periods of gas presence are not always equal for every cylin-
der in the case of an exhaust manifold with different-length cyl-

inder runners or a V-8 engine. Therefore, it is difficult to achieve
uniform sensor sensitivities with the present lambda control
method.

A new lambda control method is therefore needed to detect the
oxygen concentration of the exhaust gas from each cylinder in the
same time period. It could be achieved by providing a window for
oxygen concentration detection in order to cope with the differ-
ence in the period of gas presence depending on the engine oper-
ating conditions. Figure 16 illustrates a new lambda control
method. The figure shows the maximum concentrations of each
cylinder gas at the oxygen sensor location under a low load con-
dition. The period of gas presence is not equal for each cylinder
due to the different cylinder runner lengths. The new lambda con-
trol method provides a window for oxygen concentration detec-
tion in order to cope with differences in the period of gas pres-
ence. Namely, at high loads, the oxygen sensor signal can be used
for lambda control at all times, since the period of gas presence is
sufficiently equal for all cylinders, as shown in Fig. 13. On the
other hand, at low loads, the oxygen sensor signal would be used
when the exhaust gas from each cylinder passes the sensor loca-
tion, since the exhaust gas concentrations of each cylinder become
sufficiently high. In this way, the oxygen sensor could detect the
oxygen concentration of the exhaust gas from each cylinder
equally even if the period of gas presence differs from one cylin-
der to another.

The detection timing, which varies depending on the engine
operating conditions, could be determined on the basis of pulsa-
tion flow simulation results, as indicated in Fig. 16. Namely, an
optimum window timing that enables detection of each cylinder
gas for an equal time period can be estimated by pulsation flow
simulation. In this way, the necessary control parameters for the
new lambda control method can be obtained even in the design
stage.

As explained here, this lambda feedback control method with a
window for oxygen concentration detection would allow equal
detection of the oxygen concentration in the exhaust gas from
each cylinder for an exhaust manifold with different-length cylin-
der runners. As a result, it would facilitate more precise air-fuel
ratio control to stoichiometric proportions.

In addition to being applicable to an exhaust manifold with
different-length cylinder runners, the new lambda feedback con-

Fig. 14 Effect of cylinder runner length on period of gas pres-
ence

Fig. 15 Ignition timing and sensor sensitivity of V-8 engine

Fig. 16 Lambda control method for an exhaust manifold with
different-length cylinder runners

Journal of Engineering for Gas Turbines and Power APRIL 2003, Vol. 125 Õ 561

Downloaded 02 Jun 2010 to 171.66.16.95. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



trol method also has the potential to control the air-fuel ratio more
precisely. With this new lambda control method, the oxygen con-
centration of each cylinder gas can be detected separately and the
air-fuel ratio of each cylinder can be measured. Therefore, the fuel
injection quantity of each cylinder can be controlled separately. In
that case, the overall air-fuel ratio can be controlled to stoichio-
metric proportions even if the flow rates of the injectors vary.
Further work will be done to clarify the control logic of this new
lambda control method for production engine application.

Conclusion
A multidimensional computational fluid dynamics~CFD! tool

has been applied to analyze the exhaust system of a gasoline en-
gine. With the aim of reducing emissions, the gas flow around the
oxygen sensor was analyzed to improve lambda control using an
oxygen sensor. The following results were obtained in this study.

1. A new multidimensional simulation method, called pulsation
flow simulation, has been developed. In this simulation, a one-
dimensional gas exchange simulation and a three-dimensional ex-
haust gas flow calculation are combined to simulate gas flow pul-
sations caused by the gas exchange process.

2. Pulsation flow simulation makes it possible to predict un-
steady gas flow caused by the gas exchange process in the exhaust
manifold.

3. It was found that the principal factor governing sensor sen-
sitivity is the average concentration of the exhaust gas from each
cylinder at the sensor location in one cycle.

4. By examining the exhaust gas concentration dispersion at
the oxygen sensor location, the optimum oxygen sensor location
in the exhaust manifold can be selected on the basis of calcula-
tions.

5. The effect of an exhaust manifold with equal-length cylinder
runners on achieving uniform oxygen sensor sensitivities was
made clear.

6. A new lambda feedback control method for an exhaust
manifold with different-length cylinder runners was proposed.

7. With this new lambda feedback control method, the detec-
tion timing, which varies depending on the engine operating con-
ditions, can be determined efficiently on the basis of pulsation
flow simulation results.

Nomenclature

A/F ratio 5 air/fuel ratio
A/Fave 5 average A/F ratio for all cylinders

DA/Fave 5 deviation from A/Fave

DA/F 5 dispersion ofD A/Fave
CONC 5 average gas concentration in one cycle

CONCave 5 average CONC for all cylinders
D CONCave 5 normalized deviation from CONCave

D Concentration5 dispersion ofD CONCave
V 5 flow velocity at the sensor location

Vave 5 averageV
DV 5 normalized deviation fromVave
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Manifold Gas Dynamics Modeling
and Its Coupling With
Single-Cylinder Engine Models
Using Simulink
A flexible model for computing one-dimensional, unsteady manifold gas dynamics in
single-cylinder spark-ignition and diesel engines has been developed. The numerical
method applies an explicit, finite volume formulation and a shock-capturing total varia-
tion diminishing scheme. The numerical model has been validated against the method of
characteristics for valve flows without combustion prior to coupling with combustion
engine simulations. The coupling of the gas-dynamics model with single-cylinder, spark-
ignition and diesel engine modules is accomplished using the graphical MATLAB-
SIMULINK environment. Comparisons between predictions of the coupled model and
measurements shows good agreement for both spark ignition and diesel engines. Para-
metric studies demonstrating the effect of varying the intake runner length on the volu-
metric efficiency of a diesel engine illustrate the model use.@DOI: 10.1115/1.1560708#

Introduction
Fluid flow processes play an essential role in determining the

volumetric efficiency and therefore the performance of an internal
combustion engine throughout its operating range. Traditionally,
engines have been tuned experimentally to achieve peak torque at
a target speed,@1,2#. However, present and future engines increas-
ingly utilize multivalved heads, variable valve events, and dual-
tuned intake systems to gain maximum torque at both low and
high-speed operation. Since the additional variables involved in
designing an optimum system increases the number of experi-
ments, the use of computer simulations to aid in manifold design
is imperative. Comprehensive simulation programs should include
the prediction of pressure waves in intake and exhaust systems,
and should be able to handle various engine configurations, such
as spark or compression ignited, four-stroke or two-stroke, etc.

While three-dimensional effects can be important in manifold
gas dynamics,@3#, most practical simulations of intake and ex-
haust manifolds are based on one-dimensional compressible flow
equations and ideal gas behavior. The classical method of attack to
solve the one-dimensional unsteady governing equations is
through the use of the method of characteristics~MOC!, e.g.,
@4–10#. With this technique, the partial differential equations are
transformed into ordinary differential equations that apply on
characteristic lines. The transformed equations are commonly
solved numerically by linear interpolation onto a rectangular
mesh. Although the MOC approach can yield exact solutions in
simpler problems, its numerical accuracy is first order in both
space and time and it requires the use of a large number of com-
putational points to resolve short wavelength signals,@11#.

As an alternative to the MOC approach, numerical techniques
based on either the finite difference method~FDM! or the finite
volume method~FVM! are being increasingly used due to their
higher order accuracy and flexibility. A comprehensive review of
numerical schemes that have been used to solve one-dimensional
engine gas dynamic problems is presented in@12#. Only select
representative approaches will be briefly summarized here. For
instance, Lakshminarayanan et al.@13# presented an FDM ap-

proach based on central spatial differences and an explicit Runge-
Kutta temporal integration. Takizawa et al.@14# used a two-step,
explicit Lax-Wendroff FDM procedure to model the gas exchange
processes. However, the two-step Lax-Wendroff method requires
the use of artificial viscosity to prevent nonphysical short wave-
length oscillations of large gradients and thereby reverts to a first
order scheme. Meisner and Sorenson@15# presented an FDM
based on the two-step explicit MacCormack scheme,@16#.

Chapman et al.@11# presented an explicit method for the solu-
tion of the gas dynamic equations in the inlet and exhaust system
based on the FRAM~filtering remedy and methodology! algo-
rithm of Chapman@17#. This procedure allows the use of a higher-
order finite difference scheme in the regions where the flow is
smooth, and introduces a minimal amount of dissipation only in
those regions where a higher-order algorithm would produce non-
physical oscillations. Morel et al.@18# presented an explicit FVM
approach using a staggered mesh and a quasi-second-order donor
cell representation. Peters and Gosman@19# presented an uncon-
ditionally stable, implicit, FVM technique using the noniterative
PISO algorithm, a staggered grid, and a second-order hybrid
upwind/central differencing scheme.

Kirkpatrick et al.@20# presented an experimental evaluation of
various one-dimensional computer codes for the simulation of un-
steady gas flow through engines using~i! both homentropic and
nonhomentropic MOC@10#; and ~ii ! FDM with two-step Lax-
Wendroff scheme with flux correction transport,@21–23# or FDM
with Harten-Lax-VanLeer upstream difference technique,@24#. As
expected, when there are significant entropy changes, such as in
exhaust flows, the MOC is less accurate. The various FDM ap-
proaches had comparable accuracy and were in good agreement
with measurements. On the other hand, Morel et al.@25# also
showed that their FVM approach compared well with measure-
ments in a 2.2 liter Chrysler engine. Peters and Gosman@19# have
concluded that while both FDM and FVM methods can compute
manifold flows within 95% accuracy and are in principle equally
good, the FVM scheme makes it easier to ensure conservation of
all variables.

The objective of the present effort is to adopt a numerical
method for solving the unsteady one-dimensional manifold gas
dynamics equations with fast time-marching characteristics for
nonshock problems, and with good shock-capturing ability for
problems with discontinuity. While there are generally no shock
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phenomena in the intake process, shocks may form during the
exhaust process, especially in exhaust pipes with diffusers. Clas-
sical shock capturing schemes which apply the same numerical
algorithm throughout the flow field, tend to either diffuse discon-
tinuities, if first-order accurate, or give rise to spurious oscillations
in their vicinity, if second-order accurate@12#. In order to best
capture disconituities, several total variation diminishing TVD
schemes@26–31# have recently been applied to the solution of
engine manifold gas dynamic problems,@12,32#. In general, such
TVD schemes use a higher order scheme as much as possible in
the smooth region, while adding sufficient dissipation in the lo-
calized sharp gradient regions to damp any possible numerical
oscillations. Considering tradeoffs between robustness, accuracy,
and computational intensity, we have implemented an explicit
FVM method using the~TVD! scheme of Chakravarthy and Osher
@26#. The explicit form of the TVD scheme has first-order accu-
racy in time and third-order accuracy in space. For ease of imple-
mentation of the higher-order scheme, a collocated~rather than
staggered! grid arrangement is used.

An important goal of our work is to couple the gas dynamic
model with comprehensive, thermodynamic engine cycle simula-
tions. In order to increase user-friendliness and be able to couple
with different engine models~four-stroke or two-stroke, spark-
ignition or diesel, etc.! without reprogramming, the graphical pro-
gramming environment MATLAB-SIMULINK has been adopted.
Our manifold gas dynamics model is converted into a module
within the MATLAB-SIMULINK environment and connected
with single-cylinder spark-ignition or diesel engine modules, also
implemented within the same environment. This approach marries
the accuracy features of coupled thermodynamic and gas dynamic
models with the symbolic capabilities of a graphical environment
to achieve a high fidelity, flexible, reconfigurable engine simula-
tion. Furthermore, the extension of the single-cylinder engine-gas
dynamics modules to multicylinder simulation can be readily ac-
complished with the aid of the graphical programming environ-
ment,@33#.

This paper is arranged as follows. First, the numerical method
for solving the one-dimensional manifold gas dynamic equations
is presented. Next, the method is validated against MOC solutions
for simple pipe problems without combustion. Subsequently, the
manifold model is coupled with SI and diesel engine cycle simu-
lation modules using MATLAB-SIMULINK. Finally, validation
and illustrative parametric studies are conducted using the coupled
manifold dynamics and engine codes for both SI and diesel en-
gines. Hence, the manifold gas dynamics effects on intake port
pressure, exhaust port pressure, cylinder pressure, and volumetric
efficiency are explored.

Manifold Gas Dynamic Model
The governing equations to be solved are the quasi-one-

dimensional Euler equations. Quasi-one-dimensional means that
the area along the flow direction may change. If the area is con-
stant,A will be canceled from Eq.~1!.
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where

et5CvT10.5u2

p5rRT5r~g21!~et20.5u2!

The numerical method adopted to solve the set of Eqs.~1! is the
finite volume method~FVM! using the collocated grid arrange-
ment of Fig. 1, i.e., all variables (r,u,p,et) are stored in the cell
centers.

The discretized FVM form for the system of Eqs.~1! is
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The cell face fluxes are calculated according to the TVD
scheme of Chakravarthy and Osher@26# which uses a second-
order central difference scheme for the high-order flux and a first-
order upwind scheme for the low-order flux, weighted with a flux
limiter function:

Fi 1.5
CO 5Fi 1.5

FOU1f~r !bFi 1.5
CN 2Fi 1.5

FOUc. (3)

The ratior is defined as

r 5
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and the limiter functionf(r ) is
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wherev is a compressive parameter defined as

1<v<
32h

12h
. (6)

The spatial accuracy of the scheme is controlled by the parameter
h, which may take one of the following values:

h521 fully upwind scheme

h5
1

3
third-order scheme

h5
1

2
second-order scheme

h51 central difference.

A segregated solution approach@34# is used to solve the dis-
cretized set of Eqs.~2!, i.e., the three equations are decoupled and
solved sequentially. In order to be able to use a collocated grid in
conjunction with the segregated approach, the cell face velocity
ui 10.5 is calculated using nonlinear~NLI ! cell face interpolation.

Fig. 1 Cell center and cell faces

564 Õ Vol. 125, APRIL 2003 Transactions of the ASME

Downloaded 02 Jun 2010 to 171.66.16.95. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



By relating the cell face velocity toadjacentpressures, ‘‘checker-
board’’ pressure oscillations are avoided@3,34#. The appropriate
NLI expression is

ui 1.5
n115ui 1.5

n 1DtS 1

r i 1.5

pi2pi 11
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2u1Fui 1.5

n 2ui
n

.5Dx G
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.5Dx G D (7)

where

u15
ui 1.51uui 1.5u

2
and u25

ui 1.52uui 1.5u
2

.

An explicit scheme is used for time marching; the time step is
limited by the CFL criterion:

Dt<
Dx

a1uuu
(8)

wherea is the speed of sound,a5AkRT.

Boundary Conditions
Typical one-dimensional gas dynamic problems are illustrated

in Fig. 2. In Fig. 2~a!, a pipe exposed to an open end is connected
to a single cylinder through a valve~partially open! end. The pipe
can be either intake or exhaust, depending on the cylinder release
pressure. If the cylinder pressure is higher than the open end pres-
sure, the pipe is the exhaust one, otherwise, it becomes an intake
one. Figure 2~b! shows a cylinder discharge process through a
nozzle with a constant area less than the pipe’s cross-sectional
area. Figure 2~c! combines the nozzle end with the intake/exhaust
pipe. For all the above one-dimensional problems, there are es-
sentially two types of boundary conditions, one applying to the
open end, and the other for the partially open end.

Open End. The boundary condition of Lakshminarayanan
@13# is adopted here for flows into and out of the manifold, as
follows:
If fluid flows into the manifold(Pp,Po):
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If fluid flows out of the manifold(Pp.Po):

Pend5Po , uend5up ,
(9b)

Tend5Tp , rend5rp .

Partially Open End. Benson’s constant pressure model@10#
is adopted for flows between the manifold and the cylinder, as
follows:
For flow out of the manifold into the cylinder(Pcyl,Pp):
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When the flow becomes choked i.e.,
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and (av /aend)cr is related tof by the following relation:
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For flow into the manifold from the cylinder(Pcyl.Pp):
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When the flow becomes choked, i.e.,
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p2k/~k21!5fS 2

k11D ~k11!/2~k21!S 12
k21

2 S uend

aend
D 2

uend

aend

D .

(11c)

Validation of Manifold Gas Dynamics Model
In order to validate the accuracy of the manifold gas dynamics

model prior to coupling with engine simulation codes, our numeri-
cal predictions are compared against MOC computations for three
test cases of the type illustrated in Fig. 2.

Gradual Discharge From a Cylinder. The first test case
deals with predicting a gradual discharge process from a cylinder
through a nozzle~Fig. 2~b!!. A cylinder of 0.152 m length, with
gas at an initial pressure of 5.0 bar and a temperature of 289 K

Fig. 2 Typical one-dimensional gas dynamic problems with
different boundary conditions
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will be considered. The ambient pressure is 1 bar. The port at one
end is opened linearly with time from its shut position, until it
reaches an area equal to 60% of the cylinder cross-sectional area
in 6 ms. This time is equivalent to a duration of 36 crank angle
degrees at an engine speed of 1000 rpm. After the port reaches its
maximum area, the opening remains constant. The port area, ex-

Fig. 3 The gradual discharge problem: „a… valve area diagram,
„b… pressure at open end, and „c… pressure at closed end

Fig. 4 The sudden discharge problem „a… open end pressure,
and „b… closed end pressure

Fig. 5 Simulation of exhaust process from a cylinder with
valve opening and closing to a pipe with end nozzle: „a… valve
area variation, „b… cylinder pressure variation, „c… predicted
pressure diagram in pipe’s nozzle end, and „d… predicted pres-
sure diagram in pipe’s cylinder end
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pressed as a fraction of the cylinder cross-sectional area, is shown
in Fig. 3~a!. The problem is to obtain the pressure-time diagram at
the open and closed ends at a time period of 30 ms from the start
of port opening. As shown in Figs. 3~b! and 3~c!, respectively, the
predicted pressure diagrams at the open and closed ends compare
well with the MOC predictions. At the open end, the pressure
decreases rapidly, reaches the ambient pressure in about 5 ms, and
subsequently remains constant. At the closed end, both the MOC
prediction and our method indicate a fluctuating, wave action after
the pressure reaches the ambient pressure~Fig. 3~c!!.

Sudden Discharge From a Cylinder. The second test case is
selected to assess the shock capturing ability of our method by
predicting a sudden discharge from a cylinder. When sudden dis-
charge happens, shock waves are typically generated in the cylin-
der. A cylinder of 1.219 m long, with an opening of area equal to
one quarter of the cylinder cross-sectional area, contains air at an
initial pressure of 3.041 bar and temperature of 300 K. The cyl-
inder is suddenly opened to atmospheric pressure~1 bar!. Subse-
quently, the pressure changes with respect to time at both the
closed and open ends. Our predictions are compared with Ben-
son’s MOC results,@10#, in Fig. 4. It can be clearly seen that
strong pressure shocks occur in both the open end and the closed
end in the first 20 ms. Furthermore, it can be concluded that the
TVD method captures the shocks almost as accurately as the
MOC solution.

Exhaust Process From a Cylinder. The third test case simu-
lates the exhaust process from a single cylinder into a single ex-
haust pipe~see Fig. 2~c!!. The valve area opening and closing
diagram is prescribed in Fig. 5~a!. The exhaust pipe is 0.5 m long
by 5 cm diameter, and is fitted at the outlet end with a nozzle of
effective area one half of the cross-sectional area of the pipe. At
an engine speed of 1000 rpm, and for a release pressure and
temperature at exhaust valve opening equal to 3.5 bar and 1072 K,
the cylinder pressure-crank angle diagram for the first 120 deg
after valve opening is shown in Fig. 5~b!. Upon exhaust valve
opening, the initial pressure and temperature in the exhaust pipe
are set to be 1.0 bar and 750 K, respectively. Figures 5~c! and 5~d!
compare pressure profiles at the nozzle and cylinder ends, as pre-
dicted from our gas dynamics model and Benson’s MOC compu-
tations@10#. At the nozzle end, the pressure reaches a maximum

value at about 190 deg crank angle, while at the cylinder end, the
pressure profile exhibits a double humping. Overall, the predic-
tions at both the nozzle end and the cylinder end are in good
agreement with MOC.

Coupling the Gas Dynamics Model With Engine Simu-
lations Using SIMULINK

In purely thermodynamic, engine simulations of the emptying
and filling type, e.g.,@35,36#, the intake and exhaust manifolds are
treated as plenums at uniform pressures. The instantaneous pres-
sure difference between the manifold and the cylinders drives the
mass flow rate into and out of the cylinder during the intake and
exhaust strokes. However, to make such engine simulations more
accurate, and to optimize the intake and exhaust pipe design, it is
necessary to couple them with gas dynamics models for the flow
in the intake and exhaust systems.

In order to achieve the coupling, the standard quasi-steady com-
pressible flow computation of intake and exhaust flow rates needs
to be replaced with appropriate gas dynamics subroutines. How-
ever, computation of the engine cycle along with manifold gas
dynamics presents some challenges, as waves exist in the mani-
folds even after the cylinder has executed its intake or exhaust
process @3#. Advanced graphical environments, such as
MATLAB-SIMULINK, can make it possible, however, to com-
pute in parallel both cylinder and manifold processes. In addition,
such environments include powerful pre-processing and post-
processing features, and can be readily reconfigured with different
engine or manifold modules without reprogramming. Simply,
FORTRAN or C source codes can be converted into MATLAB-
MEX modules for linking in SIMULINK.

Figure 6 shows the SIMULINK structure of a single-cylinder
engine simulation coupled with intake and exhaust gas dynamic
modules. There are five blocks, i.e., input, output, intake, in-
cylinder, and exhaust. The input block contains some important
parameters that the user can change for parametric studies. The
output block contains some output parameters that can be dis-
played to scope windows for monitoring during the simulation, or
to the workspace for plotting after the simulation. The intake and
exhaust blocks contain the gas dynamics simulation for intake and
exhaust pipes, which use an open end as one boundary and a

Fig. 6 Block diagram of gas dynamic models of the intake and exhaust manifolds
coupled with a single-cylinder engine simulation in SIMULINK
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partially open end as the other boundary at the intake or exhaust
valve end. The in-cylinder block calculates the gas exchange and
in-cylinder thermodynamic processes during intake, compression,
combustion, and exhaust. For all modules~intake, cylinder, ex-
haust!, boundary conditions at the cylinder-manifold interface fea-
ture crank-angle resolved state properties in the cylinder and the
port, i.e., the numerical grid cell in the manifold adjacent to the

intake or the exhaust valve. Starting with initial guesses for the
values of the state properties in the manifolds and the cylinder,
computations are iterative until a converged, cyclic-periodic solu-
tion is achieved. The criterion that is used to establish conver-
gence is that the residual fraction in the cylinder is within 99% of
the value computed in the previous engine cycle. In general, three
to four cyclic iterations are required to achieve a converged,
steady-state solution for the cylinder and the manifolds.

Applications

Coupling of Manifold Gas Dynamics Modeling With Single-
Cylinder Spark-Ignition Engine. The single-cylinder, spark-
ignition model used for coupling with gas dynamics models of the
intake and exhaust manifolds is based on the quasi-dimensional
simulation described by Filipi and Assanis@36#. The engine cycle
simulation incorporates the comprehensive friction model to Pat-
ton et al.@37# in order to convert the predicted indicated quantities
to brake quantities for comparison with dynamometer measure-
ments. In order to explore the validity of the coupled SIMULINK
model, we simulated a single-cylinder, spark-ignition engine for
which experimental measurements have been published by Blair
and McConnell@38#. The engine used was a 500 cm3 Victor,
with a bore of 84 mm, a stroke of 90 mm, and a compression
ratio of 10.

Computations of several engine cycle and manifold parameters
are compared with the measurements in Fig. 7. The measured and
predicted brake mean effective pressure~BMEP! values are in
good agreement for stoichiometric, wide open throttle operation
over a range of engine speeds. Note that unlike plenum models,
gas-dynamics models integrated with engine simulations can cap-
ture the effects of intake system tuning, and the trend of BMEP
with engine speed. A detailed comparison of the predicted cylin-
der pressure, and intake and exhaust port pressure waves at a
speed of 5000 rpm with the measurements of Blair and McCon-
nell @38# also displays favorable agreement. Note that for the pur-
pose of the simulation, the location where port pressures were
predicted was the numerical grid cell next to the intake or the
exhaust valve.

Coupling of Manifold Gas Dynamics Modeling With Single-
Cylinder Diesel Engine. The zero-dimensional, thermodynamic
diesel model of Assanis and Heywood@35# is used for SIM-
ULINK coupling with gas dynamic models of the intake and ex-
haust manifolds. In order to validate our coupled gas dynamics-
diesel engine simulation, a single-cylinder naturally aspirated,
compression ignition Yanmar engine was set up at the W. E. Lay
Automotive Laboratory with the capability of altering the intake
runner length~see Fig. 8!. The engine bore and stroke were 84
mm and 70 mm, respectively, and the compression ratio was 18.9.
The manifold gas dynamics were tracked by measuring the crank
angle resolved pressure at the intake port~location 2! and close to
the plenum end of the runner~location 3!. Experiments were con-
ducted for intake runner lengths of 0.406 m~16 in.! and 0.762 m

Fig. 7 Comparison of predictions and measurements for a
single-cylinder spark-ignition engine: „a… BMEP for a range of
speeds, „b… cylinder pressure, „c… intake port pressure, and „d…
exhaust port pressure at a speed of 5000 rpm

Fig. 8 Experimental setup with variable length intake runner
for validation of manifold gas dynamics models coupled with
single-cylinder direct injection diesel engine model
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Fig. 9 Effect of runner length and engine speed on manifold gas dynamics
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~30 in.! at two engine speeds, i.e., 1750 and 2250 rpm. A com-
parison of predicted and measured gas pressures at locations 2 and
3 is illustrated in Fig. 9. In general, the model can predict the
observed wave dynamics trends at the intake port very well in
terms of phasing, and satisfactorily in terms of magnitude. At a
given engine speed, the shorter intake runner generates a higher
frequency but lower amplitude pressure wave versus the longer
intake runner, as can be readily concluded from comparing case 1
with case 2, or case 3 with case 4. This is in agreement with
previously published studies which demonstrate that reducing the
length of the primary intake runner increases the natural fre-
quency of the system,@39#. On the other hand, for a given runner
length, lower engine speeds result in higher frequency and lower
amplitude waves, as inferred from comparing case 1 with case 3,
or case 2 with case 4. Note that wave dynamic effects practically
die out at the plenum end~location 3!, where measurements and
predictions are in excellent agreement.

A common manifold design technique to improve volumetric
efficiency of high speed engines is to use variable length intake
runners, so as to best tune the natural frequency of the system to
the forcing frequency, as engine speed varies@1#. Through this
approach, the intake port pressure is maintained at a level higher
than the cylinder pressure between bottom dead center and the
closing of the intake valve, thus increasing the trapped mass of air
and hence volumetric efficiency. As an illustration, the model was
used to conduct a parametric study of the effect of intake runner
length on the volumetric efficiency of a high speed, turbocharged
diesel engine. The engine bore and stroke were 84 and 90 mm,
respectively, and the compression ratio was 18.5,@32#. Figure 10
shows computed volumetric efficiency curves as a function of
engine speed for four intake runner lengths. Note that intake run-
ner length is defined as the distance between the open end and the
valve, as shown in Fig. 2~a!. Clearly, for the shortest runner~0.2
m!, the engine has lower volumetric efficiencies at low speed, but
higher ones at high speed. As explained in Fig. 9, shorter runners
generate higher frequency and lower magnitude pressure waves
which tend to shift resonance to higher speeds. In contrast, for the
longest runner~1.2 m!, the engine has higher volumetric efficien-
cies at low speed, but lower ones at high speed. The intermediate
length runners can yield resonance peaks at speeds in between the
extremes achieved with the shortest and longest runners. It can be
concluded that a variable length intake system can yield an opti-
mum volumetric efficiency characteristic at all speeds; such a
characteristic is the envelope of the individual curves shown in
Fig. 10 for different runner lengths.

Additional simulation results demonstrating the impact of gas
dynamics on the intake and exhaust processes of a larger bore,
heavy-duty turbocharged diesel engine, in both single-cylinder
and multicylinder configurations, as well as a comparison with
corresponding plenum results for the same engine geometry can
be found in Zhang and Assanis@3,32#.

Conclusions
This paper presents a state-of-the-art methodology for comput-

ing one-dimensional unsteady gas dynamics in intake and exhaust
manifolds coupled with single-cylinder engines. The numerical
method is based on an explicit, finite volume formulation and the
shock-capturing TVD scheme of Chakravarthy and Osher@26#.
The model has been validated satisfactorily against both MOC
predictions for flows without combustion, and with experimental
measurements from a single-cylinder spark-ignition engine. The
effects of gas dynamics on intake port pressure, exhaust port pres-
sure, cylinder pressure, and volumetric efficiency have been dem-
onstrated clearly. The following more general conclusions can be
drawn from our work:

• Inclusion of a high-order shock-capturing scheme for dis-
cretization, such as the TVD scheme, is important for accurate
computations of exhaust flows.

• Thermodynamic cycle simulations using uniform pressure,
intake, and exhaust plenums and quasi-steady-state assumptions
for the gas exchange processes can introduce substantial error in
both the magnitude and the trend of computed volumetric effi-
ciency and BMEP with speed.

• The MATLAB-SIMULINK graphical interface provides a
flexible and modular tool for coupling engine cycle simulations
with gas dynamic models.

• Overall, a thermodynamic engine simulation coupled with a
one-dimensional gas dynamics model provides a useful tool for
studying and optimizing flow distribution for different intake run-
ner lengths, and for analyzing the implications that gas exchange
can have on engine cycle parameters and combustion.
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Nomenclature

A 5 area
a 5 speed of sound

Dt 5 time step
Dx 5 grid size

et 5 internal energy
F 5 mass flux
G 5 momentum flux
H 5 energy flux
k 5 ratio of specific heats
p 5 pressure
r 5 density
t 5 time
u 5 velocity
x 5 coordinate in the flow direction
p 5 pressure ratio
h 5 scheme accuracy control parameter

Subscripts

end 5 pipe end
o 5 stagnation state
p 5 pipe

cr 5 critical
v 5 valve

cyl 5 cylinder

Fig. 10 The gas dynamics effect of intake runner length on the
volumetric efficiency of a representative high-speed direct-
injection diesel engine
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The Use of Neural Nets for
Matching Fixed or Variable
Geometry Compressors With
Diesel Engines
A technique which uses trained neural nets to model the compressor in the context of a
turbocharged diesel engine simulation is introduced. This technique replaces the usual
interpolation of compressor maps with the evaluation of a smooth mathematical function.
Following presentation of the methodology, the proposed neural net technique is validated
against data from a truck type, 6-cylinder 14-liter diesel engine. Furthermore, with the
introduction of an additional parameter, the proposed neural net can be trained to simu-
late an entire family of compressors. As a demonstration, a family of compressors of
different sizes is represented with a single neural net model which is subsequently used for
matching calculations with intercooled and nonintercooled engine configurations at dif-
ferent speeds. This novel approach readily allows for evaluation of various options within
a wide range of possible compressor configurations prior to prototype production. It can
also be used to represent the variable geometry machine regardless of the method used to
vary compressor characteristics. Hence, it is a powerful design tool for selection of the
best compressor for a given diesel engine system and for broader system optimization
studies.@DOI: 10.1115/1.1563239#

1 Introduction
It is common practice for diesel engine manufacturers to

modify ratings of an existing engine to meet a range of different
operating needs and market niches. One convenient and efficient
method of enhancing engine performance involves selecting dif-
ferent compressor and turbine pairs in order to admit a larger mass
of air into the cylinder for combustion. This procedure is referred
to as engine-turbocharger matching. Such matching calculations
using comprehensive engine cycle simulations are particularly
valuable in the initial design stages, when many options have to
be assessed, as described by Watson and Janota@1#. Through these
numerical experiments, expensive prototype building and testing
is only left for final verification of the selected turbocharger-
engine combination.

In the context of turbocharged diesel engine simulations, turbo-
machinery is typically represented by steady-flow maps that inter-
relate efficiency, pressure ratio, mass flow rate, and rotor speed.
During the course of matching calculations, digitized versions of
these maps need to be linearly interpolated in a two-dimensional
fashion~see, for instance, Assanis and Heywood@2#!, in order to
obtain characteristics exactly at a given operating point. Even
though this technique has proven to be effective in dealing with a
known compresssor–turbine combination, using digitized maps is
fairly limiting if new options are going to be evaluated, since a
new map has to be provided a priori for every new case. In the
concept evaluation stage these new options typically involve ei-
ther a new engine design/geometry or a new turbocharging system
configuration for an existing engine. While the turbocharger
manufacturer will readily recommend a family of turbochargers
suitable for the new application, a specific map corresponding to
the narrow segment within the range that an engine designer
would like to evaluate may not be available at this stage.

The need for new maps more often than not goes beyond just

variation of compressor or turbine size. As an example, variations
of inducer or exducer blade angles, diameter ratios, scroll housing
size, or casing treatment can all produce significant changes of the
compressor map. In addition, the designer of a turbocharging sys-
tem may decide to utilize the variable geometry~VG! machine by
applying a swing blade@3#, or moving sidewall design@4#. The
simulation of a VG system effectively creates a need for an infi-
nite number of maps within a range. Variation of turbomachinery
characteristics with this type of geometry changes is nonlinear,
thus making use of scaling laws@1#, or linear interpolation be-
tween maps inappropriate. Hence, there is a need for a more flex-
ible, adaptive turbomachinery modeling technique. This paper in-
vestigates such an alternative technique with the primary goal of
exploring how to represent families of compressors or compressor
trims, thus making it a useful tool for design studies of conven-
tional or VG systems.

Artificial neural networks~ANN! have been introduced in a
multitude of fields as both decision making methods@5#, and func-
tional approximation methods@6#. In the automotive field, they
have been used in areas as diverse as fault recognition@7#, emis-
sions models@8#, and engine management and control@9,10#. In
the turbomachinery area neural networks were utilized for moni-
toring, diagnostics and prognostics of gas turbine engines@11–
13#. In the context of turbocharging diesel engines, Ludwig and
Ayoubi @14# selected neural nets as one of the two model based
methods for turbocharger fault detection. More recently, Nelson
et al. @15# demonstrated the potential of neural nets for modeling
a whole family of compressors, while Kessel et al.@16# proposed
an approach where a special type of neural network~LoLiMoT ! is
trained using predictions of the physical model rather than maps.

This work approaches development of an alternative, neural
network based technique for modeling compressor flow character-
istics in two steps. First, the potential of ANN as a technique able
to replace the two-dimensional map interpolation is investigated
and validated. Then, an additional input parameter is introduced in
the neural net, in an attempt to capture multiple maps representing
a compressor family with a single neural net. In this way the
neural net could be used to simulate a range of nonexisting turbo-
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machinery, thus becoming a powerful aid in the process of evalu-
ating new ‘‘virtual’’ turbocharged engine configurations prior to
the existence of physical prototypes. Alternatively, the extended
neural network model could provide flow characteristics of a vari-
able geometry compressor for any given blade position, thus be-
coming a powerful tool for simulating turbocharging system tran-
sient operation.

This paper is organized as follows. An overview of neural net
models is given in Section 2. Section 3 summarizes the turbo-
charged diesel engine simulation used in this work, along with a
description of the standard and proposed turbomachinery models,
and the engine-turbomachinery matching process. Next, the vali-
dation of the neural net approach is given in Section 4. Finally, the
extension of neural nets to determine the effects of design changes
~within a compressor family! on diesel engine performance is pre-
sented in Section 5, followed by the summary and conclusions.

2 Neural Net Models: A Brief Overview
Neural nets are often used as a generic curve fitting and mod-

eling technique when a straightforward algebraic form expressing
relationships among variables is not obvious@6,17#. For compres-
sors, their characteristics are usually represented in the form of
maps that interrelate mass flow rates, efficiencies, rotor speeds,
and pressure ratios. Such characteristics are typically obtained
through flow rig experiments or through fairly computationally
intensive CFD computations. As an alternative to maps, the inter-
relationships among the performance characteristics can be ap-
proximated by a nonlinear function known as a neural net. There
are two primary ideas behind the use of neural nets to model
relationships between sets of data. The first involves the concept
of a neuron, and how neurons are abstracted and connected to
each other in order to work together. The second concept istrain-
ing, where a neural net is taught to model the relationships be-
tween two sets of data. Each of these concepts is explained in the
following paragraphs.

A neural net consists of several interconnected neurons or
modes, which are mathematical abstractions of the neurons in
biological sciences. As shown in Fig. 1~a!, the output of an indi-
vidual neuron depends on inputsx1 ,x2 , . . . ,xn—the mathemati-
cal equivalent of stimuli. The weighted sum of inputs and the bias
is an argument of the transfer functionf. In principle, each neuron
must behave in a simple manner, by providing an output between
zero and one, depending on the weighted sum of the inputs. If the
weighted sum is greater than a certain bias~which is different for

every neuron!, then the output will be greater than 1/2~on!, oth-
erwise the output is less than 1/2~off!. One method of modeling
an individual neuron uses the sigmoid transfer function given by
Eq. ~1! and portrayed in Fig. 2.

y5sigmoid~x1 ,x2 , . . . ,xn!5
1

11expS b2(
i 51

n

wixi D (1)

In order to model complex functions, several neurons are strung
together as in Fig. 1~b!. The inputs to this neural net model arex1
and x2 . Each neuron has its own set of weights and biases, and
the output of each neuron depends only on its own inputs. The
output of the neural net,yout , is calculated via Eqs.~2!, ~3!, and
~4!.

~11exp~b1,12w1,1,x1
x12w1,1,x2

x2!!215y1,1

~11exp~b1,j2w1,j ,x1
x12w1,j ,x2

x2!!215y1,j (2)

~11exp~b1,52w1,5,x1
x12w1,5,x2

x2!!215y1,5

S 11expS b2,12(
i 51

n

w2,1,y$1,j %
y1,i D D 21

5y2,1 (3)

b3,12w3,1,y2,1
y2,15yout (4)

Note thaty1,i , i 5$1 . . . 5% andy2,1 are intermediate values, so
that the outputs from some of the neurons are used as input to
other neurons. The middle layer of neurons that produce the in-
termediate values makes up the hidden layer, so that the structure
of the neural net in Fig. 1~b! is described asa neural net with a
single hidden layer consisting of 5 nodes. Since the sigmoid func-
tion limits output values between 0 and 1, the last weight
(w3,1,y2,1

) and bias (b3,1) are used to scale the output to a more
useful domain, but are not truly associated with any neurons.

In the work presented here, a neural net is used to approximate
functions that do not have a simple closed form readily available.
The weights (w1,i , j andw2,1,j ) and biases (b1,i andb2,1) determine
the shape of the function, so their values must be found before the
neural net is used. The process of finding these weights and biases
is known astraining the neural net. Like all fitting techniques, it is
necessary to know some of the points on the function to be ap-
proximated. Suppose that the function to be approximated is a

Fig. 1 Neural nets: „a… diagram of a single neuron with three inputs; and „b… a two input
neural network with a single hidden layer of five neurons, each one having the inner struc-
ture resembling diagram „a…
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multivariable single-valued function, and that there are m known
points on the function, with thekth denoted (x1

k ,x2
k , . . . ,xn

k ,yk).
The neural net is trained to respond with the outputyk when the
inputs are (x1

k ,x2
k , . . . ,xn

k). The extent to which the neural net
reproduces the data is measured by some form of error~e!, usually
the sum of the square of the errors as given by Eq.~5!:

e5(
k51

5

~yk2yout~x1
k ,x2

k , . . . ,xn
k!!2. (5)

The squared error of a neural net model is then a function of
weights and biases, thus it can be minimized by adjusting the
weights and biases in an iterative process. During each iteration
~sometimes called anepoch!, ]e/]wi , j ,k and ]e/]bi , j are calcu-
lated, and some correction forwi , j ,k andbi , j is formulated in order
to decreasee. The specific form of modification towi , j ,k andbi , j
determines the method of training, which vary from steepest de-
scent~Rumelhart et al.@18,19#!, to adaptive learning rate methods
~Jacobs@20#!. The iterations are continued untile is sufficiently
small or]e/]wi , j ,k and]e/]bi , j suggest that no further improve-
ment can be made. In fact, given enough nodes in the hidden
layer, a neural net can model any function to within an arbitrarily
small amount of error.

One noteworthy advantage of neural nets over a piecewise lin-
ear interpolation is the fact thatx1

k ,x2
k , . . . ,xn

k need not be in a
regular grid. The ‘‘training’’ data need only be reasonably spread
over the range of interest.

3 Turbomachinery and the Diesel Simulation

Diesel Engine Simulation. The merits of the proposed neural
net approach for matching turbomachinery with engines will be
assessed using a modified version of the comprehensive turbo-
charged diesel engine simulation developed by Assanis and Hey-
wood @2#. The thermodynamic model combines quasi-steady flow
models of the compressor, turbines, manifolds, and intercooler
with a zero-dimensional, multicylinder diesel reciprocator model.
Each one of those connected control volumes is open to the trans-
fer of mass, enthalpy, and energy in the form of work and heat.
The diesel four-stroke cycle is treated as a sequence of continuous
processes: intake, compression, combustion~including expan-
sion!, and exhaust. Combustion is modeled as a uniformly distrib-
uted heat release process that is described by the sum of two
algebraic functions, one for the pre-mixed and the other for the
diffusion-controlled combustion phase@21#. Heat transfer is in-
cluded in each process. Convective heat transfer from the gas to
each component surface is modeled using available engine corre-
lations based on turbulent flow in pipes. Radiative heat transfer,

based on the predicted flame temperature, is added during com-
bustion. The time-dependent temperature distributions within
combustion chamber components are computed using embedded
one-dimensional, transient heat transfer models. To validate the
diesel system model, simulation predictions have been compared
against data obtained from a six-cylinder 14.0-liter, intercooled,
turbocompound diesel engine. Good agreement between measured
and predicted performance was obtained over the complete load
and speed range of this engine@2#.

Turbomachinery Modeling. Steady-state performance char-
acteristics for the turbocharger compressor and turbine give the
interrelationships among efficiency, pressure ratio, mass flow rate,
and rotor speed; the latter two variables are typically corrected for
standard inlet conditions. In the standard approach, graphical tur-
bomachinery maps are digitized and entered into the simulation in
tabular form, e.g., as a one-dimensional array of rotor speeds
ranked in ascending order; and a three-dimensional array of the
remaining map variables arranged in ascending order of pressure
ratio. At a particular step in the cycle simulation, the tables need
to be interpolated in a two-dimensional fashion to calculate two
unknown map variables from two known variables. Such interpo-
lation process can be fairly tedious, as described in detail by As-
sanis@22#. Furthermore, using digitized maps is somewhat limit-
ing when it comes to scaling them for matching a given engine
with a family of compressors, i.e., a new map in digitized form
needs to be provided for any new compressor configuration. In the
proposed alternative approach, map interpolation and map scaling
will be replaced with evaluation of the set of Eqs.~2!, ~3!, and~4!,
representing a neural net. This neural net will be trained using
digitized characteristics from standard maps to ensure a high-
fidelity representation of compressor performance. The training
process need only be conducted once, in a pre-processor, prior to
running the diesel simulation. If weights and biases are supplied
to the simulation as input, an appropriate neural net routine incor-
porated into the engine simulation can directly determine turbo-
machinery performance. Before demonstrating the validity, power,
and flexibility of the neural net approach for engine turbocharger-
matching, the latter process will be briefly summarized.

Engine-Turbocharger Matching. At a given instant, the val-
ues of the variables describing the state of the various system
components are known from the integration of the system govern-
ing equations over the previous time step. These include the intake
and exhaust manifold pressures and the turbocharger rotor speed.
Additionally, the compressor inlet pressure and the turbine ex-
haust pressure are fixed, i.e., atmospheric pressure less intake air
filter pressure drop and atmospheric pressure plus the exhaust sys-
tem pressure drop, respectively. By relating the compressor dis-
charge pressure to the intake manifold pressure and the turbine
inlet pressure to the exhaust manifold pressure, the pressure ratio
across each turbomachine is determined. Hence, using the calcu-
lated pressure ratios and the rotor speed~same for both turboma-
chines! as inputs, map interpolation routines or neural nets deter-
mine the mass flow rate and efficiency for each component for the
next time step. From these, the power required to drive the com-
pressor and the power delivered by the turbine are determined.
Any excess power will result in a change in the rotor speed ac-
cording to the turbocharger dynamics.

In order to avoid any oscillations in the matching process, the
pressure ratio versus mass flow rate curves are modeled as single-
valued, with a small, nonzero slope near the surge and choke
lines. Further, if the rotor speed at some instant would become too
low for the required boost pressure ratio, the mass flow would
have to be to the left of the surge boundary. Under these circum-
stances, the speed of the rotor is increased until an acceptable
mass flow solution at the given input pressure ratio is obtained.
Finally, linear extrapolation is performed to extend the range of
the map characteristics beyond the normal operating regime in the
course of simulation iterations. This extrapolation is subject to

Fig. 2 Sigmoid function
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certain checks, so that the operating regimes are not extended
beyond the compressor surge line. Furthermore, if the final con-
verged solution for the engine-turbocharger matching is well be-
yond the normal map regimes, the turbomachinery used is not
appropriate for the given engine design and operating conditions.
The calculation should be repeated with more suitable turboma-
chinery components of different size or higher efficiency. More
details are given by Assanis@22#.

4 Validation of Neural Nets as Compressor Models
In order to validate the use of neural nets for modeling com-

pressors, several neural net models were trained using data from a
digitized compressor map. The selected base ANN configuration
was a feed-forward net with two hidden layers, the first one hav-
ing three nodes and the second one having four nodes. Neural nets
were trained using the Neural Net Toolbox embedded in MAT-
LAB @23#, which employs the Levenberg-Marquardt technique to
train a feed-forward network. As mentioned in Section 2, the non-
linear nature of neural nets means that for a given set of data the
weights and biases are not unique. Hence, in order to assess if the
neural net technique can be effectively used to represent a com-
pressor map, it must be shown that the errore in Eq. ~5! is suffi-
ciently small for any set of weights and biases. Figure 3 illustrates
good agreement between the original data points~s! and the con-
tinuous characteristics between the points produced by one of the
ten neural nets trained on the same compressor map. When the
training process was repeated nine more times to test the fidelity
of the representation, different weights and biases were indeed
obtained for each neural net, and yet the resulting functions had
the same shape as the characteristics plotted in Fig. 3. Overall,
individual errors in the efficiency and mass flow values were well
below 2%~e,0.02! and forvmax andvmin they were below 0.2%,
proving that only one neural net training run would be sufficient
in practice. Next, each one of these neural nets was used in the
engine simulation and predictions were compared with the stan-
dard, linear interpolation approach to further validate the consis-
tency of the training process.

A 14-liter turbocharged truck diesel engine was used to illus-
trate matching calculations at several speed and load conditions.

The engine design is in-line, six-cylinder, with bore50.1397 m,
stroke50.1524 m, connecting rod length50.3048 mm, and com-
pression ratio514.5. Figure 4 shows two sets of seven operating
points superimposed on the compressor map, with each point cor-
responding to different engine speeds from 1300 rpm to 1900 rpm
in increments of 100 rpm. One set is calculated at full load, for
100% mass of fuel injected in the cylinder, while the other is
calculated at part load conditions, for a reduced fueling rate of
50%. Reference points were obtained using the simulation with
the standard, liner interpolation subroutine. Those predictions
were previously extensively validated through comparisons with
experimental measurements@2#. At each operating condition, all
ten values calculated by the neural nets are effectively overlapping
the reference points. A comparison of integrated engine cycle pa-

Fig. 3 Compressor pressure ratio and efficiency lines as a function of mass flow
and rotational speed calculated using the neural net model

Fig. 4 Predicted steady-state operating points at full load and
part load, calculated using the linear interpolation technique
„s… and the neural net model „x…
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rameters computed using both methods is given in Fig. 5. In this
figure mean values of ten neural net calculations are shown, to-
gether with bars indicating the range of fluctuations between in-
dividual runs. The agreement among results from all runs is ex-
cellent, indicating that differences in weights and biases for
different nets do not affect the overall predictions of the engine
system simulation. Simulation runs were also performed for some
extreme operating conditions, e.g., under very low load and speed,
without any convergence problems. Therefore, we may conclude
that the neural net technique is repeatable and robust.

5 Design Parameter as Additional Variable—
Simulating the Family of Compressors

Beyond offering a replacement for table interpolation schemes,
neural nets can provide a powerful tool that can be used to inter-
polate between similar compressors. Manufacturers supply com-
pressors in families, each member differing in order to meet a
specific mass flow and pressure ratio range. For diesel engine
designers, the important questions arehow differences between
compressors affect the performance of the turbocharged diesel
engine system, and which compressor is the best choice for a
desired engine rating. In the context of variable geometry ma-
chines, the engine system designer needs representation of the
variable geometry machine for any setting of the control lever in
order to develop and optimize the control strategy. The next two
sections outline a method for answering these questions.

Defining a Family of Compressors. A family of compressors
is a set of machines with characteristics that cover a wide flow
range. It is assumed that individual compressor trims differ as
measured by a few design parameters, designateda1 throughaN .
Physically the quantitiesa I (I 51 . . .N) represent a compressor
design feature, whether it be the number of blades, wheel size,
blade angle, scroll geometry, or the position of the VG mechanism
control lever. In other words, a family of compressors can be
modeled by Eq.~6! through~9!, wherea I are just additional in-
puts, i.e.:

h5hnet~v,P,a1 , . . . ,aN! (6)

M5Mnet~v,P,a1 , . . . ,aN! (7)

vmax5vmax,net~P,a1 , . . . ,aN! (8)

vmin5vmin,net~P,a1 , . . . ,aN!. (9)

The neural net represented by the above set of four equations
must be trained using appropriate data, e.g., a set of only a few of
selected compressor maps defining the range of the whole family.
The training process provides a set of weights and biases such that
the errore calculated using Eq.~10! is minimized.

e5(
k51

m

~yk2yout~vk,Pk,a1
k , . . . ,aN

k !!2. (10)

Note thaty could beh, M, vmax, andvmin . We stress that data
pointsvk, Pk, a1

k , . . . ,aN
k do not have to be uniformly laid out

in the grid, they only need to be reasonably spread out within the
range.

However, the modified diesel engine simulation requires
weights and biases for neural nets that do not use the design
parametera I as an input. In order to evaluate the performance of
the diesel engine when coupled with a compressor that has a spe-
cific value ofa I (I 51, . . . ,N), a new set of weights and biases
must be created based on these models, but the model must be of
the form given by Eq.~11! through Eq.~14!:

h5hnet~v,P! (11)

M5Mnet~v,P! (12)

vmax5vmax,net~P! (13)

vmin5vmin,net~P!. (14)

The new weights consist of the old weights corresponding tov
andP, and the new biases are calculated by augmenting the old
biases with the product of the design parametera I and the corre-
sponding weightw1,1,a I

. This is outlined in Eqs.~15! and ~16!.

H w1,1,v w1,1,P w1,1,a I
¯w1,1,aN

] ] ]

w1,n,v w1,n,P w1,n,a I
¯w1,n,aN

J →H w1,1,v w1,1,P

] ]

w1,n,v w1,n,P

J
(15)

Fig. 5 Predicted boost pressure ratio, equivalence ratio, mass of air induced
per cycle and brake specified fuel consumption „BSFC… versus engine speed
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H b1,1

]

b1,n

J →H b1,12~a1w1,1,a I
1¯1aNw1,1,aN

!

]

b1,n2~a1w1,n,a I
1¯1anw1,n,aN

J (16)

Note thata I (I 51 . . .N) can take on any arbitrary value, not just
the values corresponding to the original data points. Effectively,
this allows for an interpolation ability within the range covered by
the family of compressors.

Simulation Results . As a detailed example, five separate,
contrived maps~shown in Fig. 6! were used to train neural net
models within a range. Conceptually, these five maps correspond
to a family of five similar compressors. These compressors differ

by the value of a single fictional design parametera which could
be the blade angle, number of blades, scroll geometry, angle of
swing blades, etc. Using the maps of these compressors, a neural
net model can be constructed to simulate the complete range of
possible compressors within that family, even giving reasonable
interpolative predictions of compressors not represented by the
original five.

A neural net model was trained for each performance charac-
teristic. These neural net models are similar to the models used for
validation, but as discussed in the previous subsection, the design
parameter is introduced as an additional input. Thus, the neural
net models are given by Eqs.~6!–~9! with N51.

Although the design parametera is fictional, it is interesting to
illustrate its usefulness in the engine-turbocharger matching pro-
cess. Figure 7 shows compressor maps for different values of the
design parametera, and their relation to the ones corresponding to
the lowest and highest values of the fictional design parameter
~shown in dotted lines!. Note that the selected values ofa are
different than those used in the ANN training process. Marked on
each map are the engine system operating points calculated for
full load ~maximum fueling rate! and two different system con-
figurations: ‘‘x’’ marks denote match points for the intercooled
engine, while ‘‘s’’ marks denote match points of the noninter-
cooled engine configuration. Points are obtained for engine speeds
varying from 1900 rpm~northeast point! towards 1300 rpm
~southwest point! in increments of 100 rpm. Clearly, the ‘‘larger’’
compressor~a50.85! can be barely matched with the noninter-
cooled engine at the highest speed, while it would surge at all
other engine speeds. Asa decreases, the nonintercooled engine
can operate without surge at speeds lower than 1900 rpm. In fact,
with the compressor corresponding to the smallesta ~0.1!, opera-
tion of the nonintercooled turbocharged engine is possible at all
speeds, except at 1300 rpm. On the other hand, ‘‘smaller’’ com-
pressors~a50.1 or a50.25! are inadequate for the intercooled
engine, which flows more air through it, since operating points at
high engine speed are too close to the choke limit on the right-
hand side of the map; mass flow is roughly constant there, while

Fig. 6 Five contrived maps for compressors differing only by
a fictional design parameter a

Fig. 7 Predicted steady-state operating points for different speeds and full
load of the 14 L diesel engine superimposed on six maps, each one corre-
sponding to a different value of the design parameter a
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efficiency and pressure ratio drop sharply. This exercise is very
useful in selecting the best compressor from a given family for a
given engine configuration and a given application. In general, the
designer aims towards achieving matching points that lie towards
the center of a candidate map’s regime, where compressor effi-
ciencies are higher.

The largest weight should be given to the placement of the
speed point~s! that are frequently encountered in the engine sys-
tem’s duty cycle. For instance, assume that the turbocharged en-
gine system will be used for electricity generation at a constant
speed of 1900 rpm and full load. Detailed performance results
from the matching process of intercooled~solid lines! and nonin-
tercooled~dashed lines! engine configurations are plotted in Fig. 8
as a function of the design parametera. As a increases, compres-
sor mass flow range is larger, peak efficiency is somewhat higher
and the operating point is located closer to the region of maximum
compressor efficiency in the middle of the map, therefore the
system is able to sustain a larger pressure ratio across the com-
pressor~see Fig. 8~a!!. As expected, the mass of air inducted into
the cylinder also increases~Fig. 8~b!! and the equivalence ratio
drops ~Fig. 8~c!! since the fuel injected is held constant for all
runs. The brake mean effective pressure~BMEP! and brake spe-
cific fuel consumption~BSFC! plots~Figs. 8~d! and 8~e!! illustrate
how the engine benefits from more favorable process parameters

asa becomes larger. Clearly, the gains are dramatic asa increases
from 0 to 0.5, and the high speed point is moved away from the
choke line; on the other hand, BMEP and BSFC level off around
86 kPa and 228 g/kWh for values ofa greater than 0.7, since the
corresponding match points fall in generally the same, high effi-
ciency region of the maps~see Fig. 7!. Note that the noninter-
cooled configuration, which flows less air with a higher pressure
ratio ~i.e., less efficiency, as the air is less dense! benefits much
less from increases in the design parametera beyond 0.4. Clearly,
from Fig. 7, placement of match points for the nonintercooled
generator engine on maps of larger compressors is quite unfavor-
able as the operating line approaches the surge line.

The previous example illustrated that if this diesel engine sys-
tem were to be used continuously at 1900 rpm and full load, then
the optimum compressor would correspond to a design parameter
of a greater than 0.8. On the other hand, for an automotive diesel
engine, speed varies widely during the driving cycle. Therefore, it
is necessary to assess engine performance and fuel economy, as
well as the possible tendency to surge over a range of speeds.
Figure 9 shows how fuel economy varies as a function ofa at four
engine speeds. As already explained above, the lower mass flow,
nonintercooled engine can operate without surge only with the
‘‘smaller’’ compressors at intermediate speeds, and cannot operate
at 1300 rpm with any of the given compressors. Fuel consumption
is always lower when intercooling is applied. However, at differ-
ent speeds, the minimum brake specific fuel consumption occurs
for different values of the design parametera, with the optimum
point occurring for greater values ofa as speed increases. For
example, at 1500 rpm, fuel economy would be best for a compres-
sor with a between 0.25 and 0.50, whereas at 1700 rpm the opti-
mum point would shift toa50.85. The effect of compressor de-
sign parametera on fuel economy is much more pronounced with
intercooling and at higher speeds. This illustration demonstrates
that to achieve optimum fuel consumption during a driving cycle,
a compressor with variable geometry to adjust parametera with
speed would be very desirable. Even using compressors of fixed
geometry, the neural net approach provides valuable insight and
flexibility to arrive at the best possible compromise. In addition, it
is invaluable in providing a compressor manufacturer target per-
formance for developing custom trim for a particular engine
customer.

6 Concluding Remarks
A neural net-based method for modeling compressors in con-

junction with a turbocharged diesel engine simulation has been

Fig. 8 Predicted steady-state operating parameters of an in-
tercooled and nonintercooled 14 L diesel engine operating at
1900 rpm and full load as a function of the fictional design
parameter a

Fig. 9 Predicted steady-state brake specific fuel consumption
of an 14 L diesel engine at full load and several operating
speeds as a function of the fictional design parameter a
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developed. The method was validated through the comparison
with results based on map interpolation methods. The neural net
method was then extended to interpolate effectively between simi-
lar compressors utilizing one additional design parameter. This
approach enables modeling an entire family of compressors, or a
range of compressor trims associated with the application of a
variable geometry machine. Based on a fictional family of five
compressors, matching studies were performed for intercooled
and nonintercooled configurations of a truck type diesel engine.
These studies rely on the ability of the proposed technique to
simulate any compressor within the family by simply varying the
design or control parameter as input.

Results show that the novel technique can be successfully used
to continuously vary compressor characteristics and analyze how
differences among compressors/compressor trims affect the per-
formance of a given turbocharged diesel engine system. A diesel
engine designer can use the proposed technique to optimize the
choice of a compressor for a desired engine rating. In the context
of variable geometry machines, the technique provides the repre-
sentation of the variable geometry machine for any setting of the
control lever, thus enabling simulation-based development and
optimization of the control strategy. The extension of this
novel simulation technique to represent turbocharger turbines is
apparent.
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Nomenclature

v 5 compressor rotational speed
h 5 compressor efficiency
P 5 pressure ratio across compressor
M 5 mass flow through compressor

wi jk 5 weight of thejth neuron in theith row corre-
sponding to thekth input

bi j 5 bias of thejth neuron in theith row
e 5 error of the neural net model
y 5 output of a single neuron

yout 5 output of a neural net
yk 5 desired output of a neural net for inputxk

yi j
k 5 output from thejth neuron in theith row for

data pointk
xi

k 5 ith input to the neural net for data pointk
a 5 fictional design parameter

m 5 number of data points used to train the net
n 5 number of inputs to a neuron

]e/]wi , j ,k 5 partial derivative of the error of the neural net
model wrt the weights

]e/]bi , j 5 partial derivative of the error of the neural net
wrt the biases
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Investigation of a Large High-
Speed Diesel Engine Transient
Behavior Including Compressor
Surging and Emergency Shutdown
The operation of a large high-speed engine under transient loading conditions was inves-
tigated, using a detailed simulation code in conjunction with a model capable of predict-
ing compressor surging. Engine loadings were applied, which were considered dangerous
for initiating compressor surging and cases where compressor surging could occur were
identified. A means of avoiding compressor surging by opening a bypass valve connected
between the compressor outlet and turbine inlet was examined. Finally, the case of engine
abrupt stopping by rapidly closing the engine emergency shutdown valve, located down-
stream of the compressor, was also investigated.@DOI: 10.1115/1.1559903#

Introduction

Engine simulation codes are widely used during the design,
development and optimization of the reciprocating internal com-
bustion engine,@1–3#. Especially during the recent years, the in-
creasing complexity of engine configurations,@4,5#, ~using EGR,
waste gates or Variable Geometry Turbines! in conjunction with
the extensive usage of electronic systems for controlling the vari-
ous engine parameters,@6#, introduced for improving engine per-
formance and reducing exhaust emissions, necessitates the utiliza-
tion of detailed engine simulation codes in the design process.
Using such codes for predicting the steady state as well as the
dynamic behavior of the engine and its components, the proto-
types manufactured can be designed close to the optimum solu-
tion. Detailed engine simulation codes can be used, apart from
matching the engine with its turbocharger and testing various en-
gine controllers and engine design options, for investigating the
engine and turbocharger transient behavior,@3,7,8#, as well as
complex phenomena, such as compressor surging, and thus ob-
taining data which otherwise could only be measured using com-
plicated and costly techniques.

For determining the compressor behavior under surging condi-
tions, a lumped parameter model was introduced in@9#. This
model was applied for studying of the dynamics of the surge and
rotating stall in an axial flow compression system and was verified
experimentally. It was shown in@10#, that this model is also ap-
plicable to centrifugal compressors. In@11#, the compressor shaft
speed dynamics were incorporated in the above model, greatly
improving the agreement with the surge behavior measured in a
turbocharger centrifugal compressor fitted on a single compres-
sion system.

In @12#, the model presented in@9# was used in conjunction with
an engine simulation code for the performance prediction of a
sequentially turbocharged marine Diesel engine, including cases
where compressor surging occurred. For investigating the turbo-
charged reciprocating engine behavior under compressor surging
conditions, a one-dimensional unsteady flow model was also pre-
sented in@13#. This model was capable of predicting the compres-

sor and engine behavior, but the full geometry of the compressor
and its piping system is required and it can be only used in con-
junction with one-dimensional codes.

The model presented in@11# was extended by the authors,
@14,15#, so that the variations of the compressor inlet pressure and
temperature during compressor surging cycles were taken into ac-
count, and was extensively validated against the experimental re-
sults published in@11#. This model was incorporated into a de-
tailed zero-dimensional code,@16,17#, as a new compressor
model, so that the code can be used for examining special cases of
engine running under conditions that may result in compressor
surging.

The present paper describes the investigation of the transient
behavior of an eight-cylinder, 34.5 L, large high-speed Diesel en-
gine, using the derived engine simulation code. After validating
the steady-state simulation results against experimental data, ini-
tial transient simulation runs were performed in order to compare
the derived results using the existent and the new compressor
models. Furthermore, the dynamic behavior of the engine and its
turbocharger was investigated, with engine loadings that were
considered dangerous for compressor surging. In addition, a way
for avoiding compressor surging by opening a bypass valve con-
nected between the compressor outlet and the turbine inlet was
examined. Finally, the engine and turbocharger behavior during
the engine emergency shutdown procedure was also investigated.

Turbocharged Engine Modeling

For the prediction of the steady-state and transient performance
of a turbocharged engine, a detailed zero-dimensional code has
been developed and used for a number of years,@16,17#. The code
is flexible allowing the simulation of a variety of engine configu-
rations including four-stroke, two-stroke, Diesel, gasoline, natural
gas, turbocompound engines, etc.

The code is of ‘‘control volume’’~filling and emptying! type,
and it can also estimate the one-dimensional flow effects inside
engine manifolds based on a pseudo-one-dimensional pipe model.
A number of basic engineering elements such as flow receivers
~cylinders, plenums!, flow controllers~valves, compressors, tur-
bines, heat exchangers, pipes!, mechanical elements~crankshaft,
shafts, gearboxes, clutches, shaft loads!, and controller elements
~PID speed governor, PID controllers! are available. A turbo-
charged engine can be modeled as several flow receiver elements
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CIETY OF MECHANICAL ENGINEERS for publication in the ASME JOURNAL OF
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~control volumes! interconnected by flow controller elements. The
engine environment is regarded as a fixed fluid element~constant
pressure, temperature and composition!. Mechanical connections
are allowed between cylinders and crankshaft, which in addition
can be connected to a shaft load via a gearbox and/or clutch.
Although a number of different submodels are available for the
simulation of the various components of an engine, only the ones
used for the modeling of the engine examined in this paper will be
described here.

The flow receivers are treated as open thermodynamic systems
where work, heat, and mass transfer take place through their
boundaries. The working fluid in each flow receiver is regarded as
homogenous mixture of pure air and combustion products, sub-
jected to the perfect gas law. Spatial uniformity of the fluid prop-
erties is assumed at any instant. Thus, the instantaneous state of
the flow receiver gas is described by its temperature, equivalence
ratio and pressure. The first law of thermodynamics, the conser-
vation of mass and the ideal gas law are applied to each flow
receiver. The resulting set of coupled differential equations is nu-
merically solved step by step for all volumes in turn.

The rate of change of a flow receiver gas equivalence ratio with
respect to time depends on the rate of fuel addition by injection
and on the fuel content in the form of combustion products of the
gas entering or exiting the flow receiver.

Combustion is modeled as a heat release process. Cumulative
fuel burning rate diagrams~S-curve functions,@18#! are used for
the simulation of the combustion process.

The heat transfer process between the working gas and its sur-
roundings is considered to consist of two parts: heat transfer from
gas to wall and heat transfer from wall to coolant, for both the
flow receiver and the flow controller elements. For the first part, in
the case of cylinders, the heat transfer coefficient is calculated
using the Woschni correlation,@19#, whereas Nu-Re-Pr correla-
tions, @20#, are used for calculating the heat transfer coefficient in
the other flow receivers and flow controllers. For the wall to cool-
ant heat transfer, the surface wall temperature of the various ele-
ments are calculated using coefficients that determine how close
the wall temperature is to the ‘‘adiabatic’’ temperature of the wall
or to the coolant temperature.

In the case of cylinders, the rate of change of a cylinder volume
is calculated using the geometry of the piston, crank throw, and
connecting rod.

The flow through the inlet and exhaust valves~flow control-
lers!, connected to a flow receiver, is considered to be quasi-
steady,@18,21#, at each time step and calculated as a function of
instantaneous valve effective area and pressure ratio.

The compressor is modeled using a digital representation of its
steady-state map. The steady-state compressor map is assumed to
apply at all engine operating conditions. The compressor map,
which represents the compressor speed and efficiency as functions
of corrected flow with respect to pressure ratio, is accessed using
the instantaneous values of pressure ratio and turbocharger speed
obtained from calculations within the engine simulation program.
The compressor corrected flow and efficiency are calculated using
interpolation, thus enabling the calculation of the instantaneous
compressor mass flow rate. Then, the compressor impeller ab-
sorbed torque is calculated by the following equation:

tc5
30gRṁcTo1

pN~g21!hc
~prc

(g21)/g21!. (1)

The turbine is modeled using a digital representation of its
swallowing capacity and efficiency maps, which usually provide
the turbine swallowing capacity~or mass flow rate parameter! and
efficiency, as functions of the turbine pressure ratio and the
turbocharger speed. The turbine mass flow parameter and effi-
ciency are calculated using the turbine expansion ratio and the
turbocharger shaft speed, interpolating between the given points
of the turbine maps. Then, the instantaneous turbine torque is
calculated by

t t5
ṁtcpTo3h t~12~po4 /po3!(g21)/g!2Q̇t

pN/30
. (2)

Turbocharger speed is obtained by integrating the angular mo-
mentum conservation equation, governing the turbocharger shaft
dynamics:

dNTC

dt
5

30

pI
~t t2tc!. (3)

The temperature of air exiting the charge air cooler is calculated
using the cooler effectiveness. The air cooler pressure drop is
calculated as function of the air cooler mass flow rate.

The gas temperature, mass and equivalence ratio of every flow
receiver at each time step are calculated by numerically integrat-
ing, through a predictor-corrector scheme, the differential equa-
tions giving the time derivatives of gas temperature, mass, and
equivalence ratio, respectively. The gas pressure is calculated us-
ing the perfect gas law.

For the calculation of the engine crankshaft speed, the engine
cylinders are considered to be mechanically connected to the
crankshaft, which is in turn connected to the engine load. The
cylinders produce torque, whereas the engine load absorbs torque.
The engine speed is defined by the angular momentum conserva-
tion in the engine crankshaft:

dNE

dt
5

30~( i 51
ncylt i2tL!

pI tot
. (4)

For the calculation of the brake torque developed by the engine
cylinders, friction losses, dependent on the mean piston speed and
the maximum cylinder pressure,@22#, are taken into account.

For the transient engine simulation, an engine speed governor
element is used for the control of the fuel rack position, which,
in turn, determines the fuel injected into the engine cylinders in
order to stabilize the engine speed around a desired point. The
output of the engine speed governor is calculated using the PI
control law:

y5yinit1kP~Nord2N!1kIE
t0

t

~Nord2N!dt. (5)

Compressor Dynamic Response Modeling
In previous studies of the authors,@14,15#, a model capable of

predicting the compressor dynamic behavior including cases of
turbocharger compressor surging was presented. This model was
extensively validated using published experimental data for a
simple centrifugal compression system.

This model was incorporated into the engine simulation code
as an additional compressor model. According to this model,
the compressor mass flow rate is calculated using the following
equation:

dṁc

dt
5

p22pp

Lc /A
(6)

wherep25p1•pr.
The above equation was derived considering the compressor as

a single pipe and applying the momentum conservation. The
cross-sectional area of this pipe is considered to be equal to
the compressor impeller eye area and the equivalent length is
calculated by

Lc

A
5E

compressor & its ducting system

d,

A~, !
. (7)

Using the above equations, the inertia of the air contained in-
side the compressor and its inlet and outlet ducts is taken into
account.

In addition, in order to take into account the departure of the
compressor characteristics from their steady-state form when the
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compressor operates under dynamic conditions, the following first
order differential equation is used for the calculation of the com-
pressor pressure ratio:

dpr

dt
5

1

t
~prss2pr !. (8)

The time lag, used in the above equation, has the effect of
flattening the steady-state compressor characteristics,@11,23#, and
is considered to be in the order of the compressor throughflow
time, @11#:

t5
Lmer

u c u
(9)

whereLmer is the meridional length of the compressor impeller
and diffuser and c is the meridional average flow velocity.

The additional compressor geometric data, required as input
for the new model are, the equivalent length (Lc) for the com-
pressor inlet, impeller, diffuser, volute and outlet ducting system,
the impeller eye area (A), the compressor impeller and diffuser
meridional length (Lmer). In addition, the compressor character-
istics in the form of pressure ratio versus flow for various values
of rotational speed are required. For the calculation of the com-
pressor torque, the nondimensional torque coefficient as a func-
tion of flow coefficient, instead of the efficiency contours, was
preferred to be used as input. Plotting the compressor non-
dimensional torque coefficient versus flow coefficient, the result
will be almost a straight line. Thus, only the coefficients of the
equation of this line must be given as input. For each point of the
compressor map, the compressor nondimensional torque coeffi-
cient can be calculated by

Gc5
tc

rAr2U2
(10)

where the compressor torque is given by Eq.~1!, whereas the
compressor flow coefficient can be calculated by

fc5
ṁc

rAU
. (11)

Thus, the following equation can be used for the estimation of
the compressor nondimensional torque, which is derived by curve
fitting using the points ofGc and fc , calculated from the com-
pressor map:

Gc5c1 fc 1 c2 . (12)

According to the new model, the steady-state compressor map is
accessed with the instantaneous values of corrected mass flow rate
and corrected speed and the steady-state pressure ratio is calcu-
lated using interpolation. The compressor pressure ratio and mass
flow rate are calculated at the end of each step by integrating the
differential Eqs.~8! and ~6!, using a predictor corrector scheme.
Then, the compressor flow coefficient, the compressor nondimen-
sional torque coefficient and the compressor torque are calculated
in turn ~Eqs. ~11!, ~12!, and ~10!!. In addition, the compressor
efficiency is calculated using Eq.~1!. The total temperature at the
compressor outlet is calculated by the following equation, which
is derived from the energy equation in the compressor,@18#:

To25To11
tc v

ṁccp

. (13)

The total enthalpy of the air entering the flow receiver con-
nected downstream of the compressor can then be calculated us-
ing the temperatureTo2 .

The instantaneous turbocharger shaft speed is calculated by in-
tegrating the angular momentum conservation equation~Eq. ~3!!
for the turbocharger shaft.

In case where the calculation of the compressor surging cycle is
required, the compressor characteristics as well as the nondimen-
sional torque coefficient for the region to the left of the surge line
and for negative flows is needed as input.

In that case, for calculating the complete compressor character-
istics and the nondimensional torque coefficient versus flow coef-
ficient for the negative compressor flow region, a meanline analy-
sis method was used in@15#, which, however, requires a great
amount of compressor geometric input data. Alternatively, a
method for the estimation of compressor characteristics and non-
dimensional torque coefficient, when the compressor map for the
normal flow region is available, was presented in@14,15#. Accord-
ing to that, the characteristics of a centrifugal compressor can be
estimated using the following second-order polynomial equation
for the negative flow region:

pr5pr01
prsrg2pr0

ṁsrg
2

ṁc
2 (14)

whereas, the following third-order polynomial equation, which
was proposed in@24#, is used for calculating the compressor char-
acteristics for the region between zero flow and surge line:

pr5pr01
prsrg2pr0

2 F111.5S 2ṁc

ṁsrg

21D 20.5S 2ṁc

ṁsrg

21D 3G
(15)

where the compressor pressure ratio at zero flow is calculated by
the following equation,@14#:

pr05F11
g21

2gRTo1
v2~r 2

22r 1
2!G

g
g21

. (16)

For the positive compressor flow region, the nondimensional
torque coefficient can be estimated using the equation of the line
that fits the points ofGc andfc , calculated from the compressor
map~Eq. ~12!!. For the negative compressor flow region the even
extension of this function can be used.

For negative compressor flow, the torque absorbed by the com-
pressor impeller, which is derived using the energy equation in the
compressor, is given by

tc5
uṁcucp~To12To2!

v
. (17)

Thus, the total temperature at the compressor inlet is calculated by

To15To21
tc v

uṁcucp

. (18)

The total enthalpy of the air entering the compressor inlet volume
is calculated using the temperatureTo1 .

Engine Description
The Caterpillar 3508~CAT 3508! engine is a four-stroke, large

high-speed Diesel engine,@25#. It can be used as a propulsion

Table 1 Caterpillar 3508 parameters

Number of cylinders 8
Cylinder arrangement 60° V
Displacement 34.5 L
Bore 170 mm
Stroke 190 mm
Connecting rod length 380 mm
Compression ratio 13
Turbocharger 1 ABB RR-151
Operating speed range 1200–1800 rpm
Power output 785 kW@1800 rpm
BMEP 15.2 bar
Engine total polar moment of inertia 25.9 kg m2
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plant engine~mainly in tugs, fishing boats, fast ferries, etc.! as
well as a generator set engine. A CAT 3508 engine is installed in
the testbed of the Laboratory of Marine Engineering~LME! of
NTUA, @26#, connected to a Zoelner water brake.

The CAT 3508 engine employs the constant pressure turbo-
charging system. Its intake manifold is located between the two
banks of cylinders. The cylinders of each bank discharge their
exhaust gas into two different exhaust plenums. The standard pro-
duction engine has two separate turbochargers, each one con-
nected to the exhaust plenum of one of the two cylinder banks.
The CAT 3508 test engine of the LME is equipped with a single
ABB RR-151 turbocharger,@27#, whose turbine is connected to
both exhaust manifolds via a Y-junction. This engine configura-
tion was modeled here.

The basic engine parameters are given in Table 1, whereas the
engine configuration is shown in Fig. 1.

Results and Discussion
Initially, steady-state runs for engine operation at 1500 rpm and

various loads were performed. The combustion model constants
were adjusted so that the measured maximum cylinder pressure as
well as the engine torque is adequately predicted. The derived
steady-state simulation results are presented in Fig. 2. In the same
figure, the respective measured data for the original engine con-
figuration ~with two turbochargers! and for the engine configura-
tion with the 1 RR-151 turbocharger, are also given. Good agree-
ment between the measured and the predicted results is observed.
However, it must be noted that the turbine of the turbocharger for
the simulated configuration was the one that is currently fitted on
the engine of the LME testbed, and its nozzle area is smaller than
the one of the turbine with which the measurements were per-
formed. Thus, the predicted engine exhaust receiver pressure is

Fig. 1 CAT 3508—engine con-
figuration

Fig. 2 Steady-state predicted and measured results at 1500 rpm
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slightly greater than the measured one, resulting in slightly higher
turbocharger speed, compressor mass flow rate and engine boost
pressure. Therefore, more air is available in the engine cylinders
for burning almost the same fuel amount, having as a result lower
exhaust receiver temperature.

After the steady-state simulation, a case of engine transient
simulation with load increase from 70% to 100% was examined.
For such a case, measured data for the engine fuel rack position
and engine speed were available and shown in Fig. 3. Using these
data, the engine PI speed governor constants~see Eq.~5!!, were
calculated so that the predicted results are in good agreement with
the measured ones. These values were found to be:kP50.016 and
kI50.045. The transient simulation was performed using the ex-
istent compressor model as well as the new compressor model.
The compressor nondimensional torque coefficient versus flow
coefficient points, which were calculated using the compressor
map, are shown in Fig. 4. In this figure, the line, which fitted these
data and used as input in the calculations, is also presented. For
the predictions of the compressor surge cycles presented below in
this text, the even extension of this function was used for estimat-
ing the nondimensional torque coefficient for the negative com-
pressor flow region. In addition, the third order polynomial Eq.
~15! was used for the estimation of the compressor characteristics
between zero flow and the surge line, whereas the compressor
characteristics for the negative flow region were taken from@15#.

A set of the predicted results for the engine transient from 70%
to 100% load, including the engine rack position, the engine
speed, the engine torque, the engine brake power, the relative
air/fuel ratio, the compressor pressure ratio and the turbocharger
speed, as well as the trajectory of the compressor operating points
superimposed on the compressor map, is given in Fig. 5. In addi-
tion, the variation of the compressor parameters within one engine
cycle for the cycles after 0.3 sec~corresponding to 70% load! and
after 9.5 sec~corresponding to 100% load! is presented in Fig. 6.

As can be seen from these figures, the engine and turbocharger
mean cycle parameters derived using the existent and the new
compressor models practically coincide. However, the compressor
efficiency values for the engine operating region close to 100%

Fig. 3 CAT 3508—measured rack position and engine speed
during load increase

Fig. 4 Compressor nondimensional torque coefficient versus
flow coefficient „calculated from compressor map and its linear
curve fit …

Fig. 5 Simulation results for engine load increase from 70% to 100% at 1500 rpm
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load, predicted with the new model are slightly greater than the
ones predicted with the existent model, resulting in slightly higher
turbocharger speed, compressor pressure ratio and air/fuel ratio. In
addition, the instantaneous values of the compressor parameters
calculated using the new model are slightly shifted, compared to
the respective ones calculated using the existent model. The
former is owing to the fact that the compressor torque was calcu-
lated using the linear fit instead of the points derived directly from
the compressor map~Fig. 4!. The latter is attributed to the way of
calculating the compressor mass flow rate and pressure ratio using
Eqs.~6! and~8!, instead of calculating the mass flow and pressure
ratio directly from the steady-state compressor map. However,
since the new compressor model gives mean cycle results compa-
rable to the ones derived using the existent compressor model, and
additionally, the inertia of the air inside the compression system
passages and the departure of the compressor characteristics from
their steady-state form are taken into account, it is expected that
more realistic predictions can be derived by using the new model.

Next, a transient run was performed, in which engine load
changes, ‘‘dangerous’’ for compressor surging, were imposed. The

engine was operating at 1500 rpm with 85% load and the engine
load was reduced to 10% at 0.5 sec and then increased again to
100% at 2 sec. The predicted engine rack position, engine speed,
engine torque and power, relative air/fuel ratio, compressor pres-
sure ratio and turbocharger speed, as well as the trajectory of the
compressor operating points on the compressor map are shown in
Fig. 7.

During the load reduction1 from 85% to 10%, the engine speed
increased about 10%~1650 rpm at 1 sec! and as a result, the
compressor mass flow also increased.2 Thus, the compressor op-
erating point moved towards the choking region on the compres-
sor map. However, due to the engine speed governor response, the
engine speed reached the engine setpoint of 1500 rpm at about 2
sec. At that moment, the engine load increased to 100%, causing

1An engine load reduction may result in engine overspeed when the engine oper-
ates close to the upper limit of its speed range. However, no problems are encoun-
tered in the running of the turbocharger components.

2For a four-stroke engine, the engine volumetric air flow rate, and as a result the
compressor volumetric flow rate, mainly depends on the engine displacement volume
and the engine speed.

Fig. 6 Compressor parameters versus CA for „a… engine cycle after 0.3 sec „70% load … and „b… engine cycle after 9.5 sec „100%
load …

Fig. 7 Simulation results for engine transient operation at 1500 rpm—load changes 85%–10%–100%
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an engine speed drop of about 15%~1270 rpm at 2.4 sec!. This
resulted in the reduction of the compressor mass flow rate, and
thus the compressor operating point on the compressor map
moved towards the surge line. Subsequently, the engine speed
increased due to the action of the engine speed governor, so the
compressor mass flow rate increased and as a result the compres-
sor operating point moved away from the compressor surge line.

In the examined case, i.e. with engine running at 1500 rpm, the
surge margin was adequate for avoiding compressor surging.
However, considering the case where the engine operates at 1250
rpm, the compressor operating point is located closer to the surge
line and the surge margin is less than the one for the case of
engine running at 1500 rpm. The predicted engine parameters and
the trajectory of the compressor operating points, for the case of
engine running at 1250 rpm with load changes 85%–10%–90%
are given in Fig. 8. The predicted compressor parameters for the
same case are shown in Fig. 9 As can be seen from these figures,
compressor surging occurred during the engine load increase at
about 2.3 sec. At that time, the engine speed had dropped to 1050
rpm, which caused the reduction of the compressor mass flow

rate, and thus the compressor operating point moved inside the
compressor unstable area. Subsequently, with the increase of the
engine speed due to the response of engine governor, the compres-
sor operating point moved again into the compressor stable oper-
ating region. As can be seen from Fig. 9, the compressor surge
cycle lasted about 0.2 sec and consists of the period of positive to
negative flow reversal~where the compressor flow was almost
instantaneously reduced from 0.5 kg/s to20.4 kg/s!, the period of
negative flow, the period of the negative to positive flow reversal
~where the compressor flow almost instantaneously increased
from 0 kg/s to 0.95 kg/s!, and the recovery period. During the
compressor negative flow period, the pressure downstream of the
compressor was reduced from 1.75 bar to 1.45 bar within 0.08
sec, and subsequently, after the negative to positive flow reversal,
the pressure downstream of the compressor increased again,
reaching 1.7 bar at 2.5 sec, before the next compressor surge
cycle. As shown in Fig. 9, during compressor surging the torque
absorbed by the compressor impeller rapidly varied~especially
during the flow reversals!, thus introducing severe torsional load-
ings to the turbocharger shaft. Due to the changes of compressor

Fig. 8 Simulation results for engine transient operation at 1250 rpm—load changes 85%–10%–90%

Fig. 9 Predicted compressor
parameters for engine transient
operation at 1250 rpm—load
changes 85%–10%–90%
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torque, the turbocharger speed increased about 200 rpm during the
period of negative compressor flow, and was subsequently re-
duced after the negative to positive flow reversal. It is evident that
such flow, pressure, and turbocharger shaft torque oscillations can
harmfully influence both the engine and turbocharger operation. In
the examined case, the compressor surging lasted less than 0.5
sec, and therefore it cannot critically affect the engine safe run-
ning. However, the continuous occurrence of compressor surging
can adversely affect the engine running and should be avoided.

A way of avoiding compressor surging, even when the engine
operates under dangerous load profiles, is by using a bypass valve,
connecting the compressor outlet and the turbine inlet. By opening
this valve, some of the compressor air passes into the turbine. In

that way, the turbine and also the compressor mass flow rates are
greater than the one required by the engine. In addition, since the
energy of the bypass air is used by the turbine~and not wasted, as
in the case of a simple pressure relief valve!, the turbocharger
speed also increases. As a result, the compressor operating point
moves further away from the surge line.

The predicted engine and compressor parameters and the tra-
jectory of the compressor operating points, for the case of engine
running at 1250 rpm with load changes 85%–10%–100% and
bypass valve opening, are shown in Fig. 10. The bypass valve was
progressively opened starting from about 1.6 sec, just before the
forthcoming engine load increase, till the point of minimum en-
gine speed at about 2.3 sec. Thus, the compressor mass flow was

Fig. 10 Simulation results for engine transient operation at 1250 rpm and bypass opening—load changes 85%–10%–100%

Fig. 11 Simulation results for engine transient operation during emergency shutdown
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increased and the compressor operating point was moved in an
adequate margin away from the surge line at 2 sec. Therefore, the
engine speed drop~from 1250 rpm at 2 sec to 1050 rpm at 2.4 sec!
did not cause compressor surging. The bypass valve was then
progressively closed until its fully closed position at about 4.5 sec,
when the engine speed was close to its initial value of 1250 rpm.
In addition, as can be seen comparing Figs. 9 and 10, the bypass
valve opening also prevented the turbocharger speed reduction for
the time period after about 1.8 sec.

Finally, the CAT 3508 engine emergency shutdown was simu-
lated. The engine emergency shutdown valve is located between
the compressor outlet and the engine air cooler and it instanta-
neously closes in any case where an emergency alarm is activated.
Thus, the air supply to the engine cylinders is immediately cut and
the engine shuts down due to the lack of air to maintain the fuel
combustion in the cylinders. The predicted engine parameters and
the trajectory of the compressor operating points on the compres-
sor map for such a case are presented in Fig. 11. In addition, the
compressor parameters are shown in Fig. 12.

Initially, the engine was operating at 1500 rpm and 100% load.
The emergency shutdown procedure was initiated at 0.9 sec. At
that instant, the emergency shutdown valve started closing and it
fully closed at 1 sec. As Fig. 11 and Fig. 12 show, during the
closing of the emergency shutdown valve, the pressure after the
compressor was gradually increased, from 2.85 bar at 0.94 sec to
almost 3 bar at about 0.98 sec. Therefore, the compressor operat-
ing point was driven into the compressor unstable region, and the
compressor flow rate became almost instantly negative at about
0.98 sec. However, the surge cycle was not completely followed,
since after the negative to positive flow reversal~at about 1 sec!,
the shutdown valve had been fully closed, so the compressor flow
became almost zero. Due to flow reversal, the pressure after
compressor was reduced to 2.3 bar at 1 sec, whereas the turbo-
charger speed increased, from 55,000 rpm at 0.98 sec to 57,600
rpm at about 1.1 sec, because the compressor impeller absorbed
torque was reduced due to the reduction of the compressor
mass flow. It was only after 1.1 sec that the turbocharger speed
was reduced due to the reduction of the exhaust gas energy, which
resulted in the reduction of the turbine torque. After the closing
of the shutdown valve, and due to the turbocharger rotation, the
pressure after compressor followed the changes of the turbo-
charger shaft speed, i.e., it increased from 2.3 bar at 1 sec to 2.5
bar at 1.1 sec, and then started decreasing since the turbocharger
shaft decelerated.

The closing of the emergency shutdown valve resulted in lack
of air for combustion~the relative air/fuel ratio dropped below
0.6, which is the limit for combustion!. Thus, the engine torque
was reduced~almost to 0 within 0.2 sec!, and since the load torque
was considered to be constant, the engine rapidly decelerated.

Conclusions
The behavior of a four-stroke, large high-speed engine was ex-

amined using a detailed engine simulation code in conjunction
with a model capable of predicting the compressor dynamic be-
havior including cases of compressor surging. Initially, the simu-
lation code steady-state results were validated against experimen-
tal data. Then, the engine speed governor model was calibrated
based on available engine transient measurements. After that, en-
gine transient simulation using the existent as well as the devel-
oped compressor models was performed. Subsequently, additional
transient runs were performed, in which, ‘‘dangerous,’’ for com-
pressor surging, engine load profiles were imposed. Furthermore,
a way of avoiding compressor surging by appropriately opening a
bypass valve connecting the compressor outlet and the turbine
inlet was examined. Finally, the case of the engine emergency
shutdown was also investigated.

The main conclusions derived from the present study are as
follows:

The engine simulation code combined with the new compressor
model can be used for predicting the engine and its turbocharger
dynamic behavior providing more realistic compressor transient
performance predictions because the inertia of the air inside the
compressor passages as well as the departure of the compressor
characteristics during transients from their steady-state form are
now taken into account. In addition, the engine and turbocharger
behavior can be predicted even in cases where the compressor
exhibits surging as well as during engine emergency shutdown.

Engine load profiles dangerous for causing compressor surging
were identified. The transient simulation results showed that com-
pressor surging can occur under certain loading conditions if there
is inadequate compressor surge margin, thus designating the limits
for the engine safe operation. In that respect, the results of this
study are used from the LME in order to avoid conditions in the
CAT 3508 engine testbed that could lead into compressor surging
and thus endanger the integrity of the test unit.

During compressor surging, the compressor mass flow rate ex-
hibits large amplitude oscillations, resulting in also severe fluctua-

Fig. 12 Predicted compressor parameters for engine transient operation during emergency shutdown
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tion of the pressure downstream of the compressor, which can
adversely affect the turbocharger and engine operation. In addi-
tion, the almost instant changes of the compressor absorbed torque
can introduce severe torsional loading to the turbocharger shaft.

Compressor surging can be avoided by appropriately opening a
bypass valve connecting the compressor outlet and the turbine
inlet. In such case, the simulation code can provide the required
data for designing a controller for the bypass valve.

The simulation of the engine operation with compressor surging
as well as the engine emergency shutdown provides results that
cannot be easily measured and thus contributes to the better un-
derstanding of the dynamic behavior of the engine and its turbo-
charger in such cases.

Nomenclature

A 5 area (m2)
U 5 compressor impeller tip velocity~m/s!
c 5 velocity ~m/s!, constants

cp 5 specific heat at constant pressure~J/kg K!
k 5 constants
L 5 length ~m!
m 5 mass~kg!
ṁ 5 mass flow rate~kg/s!
p 5 pressure (N/m2)

pr 5 pressure ratio
Q̇ 5 heat transfer rate~kW!
R 5 gas constant~J/kg K!
r 1 5 impeller eye mean geometric radius~m!
r 2 5 impeller tip radius~m!
T 5 temperature~K!
t 5 time ~s!
y 5 rack position
G 5 Nondimensional torque coefficient
g 5 ratio of specific heats
h 5 efficiency
I 5 polar moment of inertia (kg m2)

N 5 rotational speed~rpm!
f 5 flow coefficient
r 5 density (kg/m3

t 5 time constant~s!, torque~Nm!
v 5 angular speed~rad/s!

Subsripts

o 5 total conditions
0 5 zero flow
1 5 compressor inlet
2 5 compressor outlet
3 5 turbine inlet
4 5 turbine outlet
c 5 compressor

E 5 engine
I 5 I-constant

init 5 initial
ncyl 5 number of cylinders
mer 5 meridional

L 5 load
ord 5 ordered
P 5 P-constant
p 5 plenum

srg 5 at surge line
ss 5 steady state

TC 5 turbocharger
t 5 turbine

tot 5 total
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S. Rodman

F. Trenc
e-mail: ferdinand.trenc@fs.uni-lj.si

Department of Mechanical Engineering,
University of Ljubljana,
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Improvement of the Dynamic
Characteristic of an Automotive
Engine by a Turbocharger
Assisted by an Electric Motor
Turbocharging and subsequent charge cooling of the working medium usually causes
increase of the mean effective pressure in an automotive diesel engine. Poor performance
during the engine load increase is attributed to the nature of energy exchange between the
engine and the turbocharger. Filling of the intake and exhaust manifolds, as well as
consequent increase of the pressure and acceleration of the rotating components of the
turbocharger require a certain period of time. Dynamic performance of the turbocharger
can be substantially improved by means of an electric motor attached directly to the turbo
shaft. A new concept of asynchronous electric motor with a very thin rotor was applied to
support the turbocharger during the transient operation of the engine. The experimental
work of matching an electrically assisted turbocharger to an engine is rather expensive;
it was therefore decided to determine general characteristic of the electric motor sepa-
rately through experiments, whereas transient response of the turbocharged and inter-
cooled diesel engine was simulated by a zero-dimensional filling and emptying computer
simulation method. A lot of experimentally obtained data and empirical formulae for the
compressor, gas turbine, flow coefficients of the engine valves, intercooler, high-pressure
fuel pump with the pneumatic control device (LDA), combustion parameters, etc., were
applied to overcome deficiency introduced by the zero-dimensional simulation model. As
the result a reliable and accurate program compatible with the experimental results in
steady and transient engine operation was developed and is presented in the work. Faster
transient response, i.e., better load acceptance of the engine was obtained by applying an
adequate electric motor to assist the turbocharger; three versions of electric motors with
different torque to mass moment of inertia ratios and different operating regimes were
introduced in the simulation program to investigate their influence on the transient be-
havior of the engine.@DOI: 10.1115/1.1563246#

Introduction
Advanced automotive diesel engines can achieve 2 MPa bmep.

A suitable turbocharger consisting of a centrifugal compressor and
a radial exhaust gas turbine must ensure high overall efficiency
along the operation range of the engine; the principal goals are
sufficient air to achieve high bmep and low exhaust emission es-
pecially at low engine speed and adequate scavenging of the cyl-
inder with lower pumping losses.

Mass flow of the combustion air through the engine is propor-
tional to the engine speed and to the boost air pressure. Swallow-
ing characteristic of the turbocharger turbine is progressive: when
mass flow through the turbine is increased, there is a steep in-
crease of the pressure ratio across the turbine and of the developed
torque. Higher turbine torque and higher turbo speed result in
higher compressor pressure ratios. The problem of adequate com-
pressor pressure ratios, optimum in-cylinder trapped mass of air at
the engine rated conditions, and simultaneous shortage of air at
lower engine speed is well known. In addition additional time is
required for boost pressure to build up in a turbocharged engine
during a sudden load increase; deficiency of combustion air
leads—compared to the stead-state values—to insufficient values
of the mean effective pressure and, particularly in engines without
boost pressure controlled fueling, to higher emission of black

smoke. Air-fuel ratio in the cylinder is lower during the load ac-
ceptance period and the combustion temperature is consequently
higher; higher turbine torque output is therefore achieved due to
higher specific enthalpy of exhaust gasses. This torque is used to
accelerate the turbocharger and to raise the compressor boost pres-
sure. The intensity of increase of the boost pressure in the intake
manifold influences the trapped mass of the air in the cylinders
and strongly depends on the capacity of the intake and exhaust
manifolds, turbocharger characteristics, and mass moment of in-
ertia of the turbocharger.

Several methods and systems have been developed to improve
the transient response of a turbocharged engine.

• The simplest way to improve the response of the engine to
sudden load increase is a small capacity turbine housing: re-
stricted flow area increases pressure drop across the turbine,
and simultaneously increases the turbine torque to be used for
the acceleration and to increase boost pressure of the turbo-
charger. If maximum allowable pressure ratios are exceeded,
a boost pressure controlled bypass valve is applied as re-
ported by Watson and Zinner@1,2#. Smaller capacity turbine
affects and limits the engine power at higher speeds.

• Better dynamic response of the engine can also be achieved
by introduction of a gas turbine with variable geometry of the
vaned passages from the turbine scroll to the rotor,@1–3#.
Adjustment of the flow area is electronically controlled. Con-
sequently a more suitable engine torque curve and better tran-
sient response of the engine can be obtained.

• Compensation and increase of the boost pressure in the intake

Contributed by the Internal Combustion Engine Division of THE AMERICAN SO-
CIETY OF MECHANICAL ENGINEERS for publication in the ASME JOURNAL OF
ENGINEERING FORGAS TURBINES AND POWER. Manuscript received by the ICE
Division Oct. 2001; final revision received by the ASME Headquarters Oct. 2002.
Associate Editor: D. Assanis.

590 Õ Vol. 125, APRIL 2003 Copyright © 2003 by ASME Transactions of the ASME

Downloaded 02 Jun 2010 to 171.66.16.95. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



manifold during the engine transient can be ensured, accord-
ing to Watson and Winterbone@1,4#, by blowing extra com-
pressed air into intake manifold, exhaust manifold or directly
~and most efficiently! into the compressor wheel. Large quan-
tities of extra compressed air with relatively high pressure are
required.

• Compressed air can be replaced by a simple Pelton wheel
driven by a jet of engine oil as reported by Watson and Win-
terbone@1,4#. Better acceleration of the engine during the
transient can be obtained by means of compressed air,@4#.

• According to Zellbeck et al., Shahed et al., and Hoecker
et al.@5–7# electrical energy has been more and more applied
for acceleration of the turbocharger rotor. An electric motor
can be attached to the turbocharger shaft or used for autono-
mous drive of a separate compressor wheel. Synchronous or
asynchronous electric motors are applied during the transient
operation of the engine. Certain electric motor assisted sys-
tems can be applied also during the steady-state operation of
the engine and can substantially increase engine torque and
therefore improve performance of the engine, especially at
low engine speeds, reported Zellbeck et al.@5#. Supplemen-
tary torque and mass moment of inertia of an electric motor,
attached to the turbocharger shaft, can significantly affect the
dynamic characteristic of the turbocharger and the engine,
Fig. 1, @7#. Engine response to the load change can be im-
proved if the following expression is fulfilled.

MT1MEL2Mc

JTP1JEL
.

MT2Mc

JTP
(1)

whereMT , MEL , and Mc denote the torque developed by
the turbine and the electric motor, and consumed by the com-
pressor, whereasJTP and JEL denote appropriate mass mo-
ments of inertia. An even better control of the turbo speed is
achieved by application of a synchronous electric motor pro-
posed by Shahed et al.@6#. At very high rotational speeds
electric motor converts to generator and thus helps to reduce
rotor speed of the turbocharger.

• Another very interesting approach to improve the dynamic
characteristic of the engine was proposed by Hoecker et al.
@7#, Fig. 2. A separate compressor is driven by an electroni-
cally controlled electric motor and is followed by an ordinary
turbocharger. A separate electrically driven compressor is ap-
plied only during the transient operation of the engine, other-
wise air flows through a bypass of the disconnected electri-
cally operated compressor to the intake of the turbocharger
compressor. Boost pressure increase is very fast. Air flows
through the bypass of the disconnected electrically operated
compressor to the intake of the turbocharger compressor. A

very reliable and independent dynamic operation of the tur-
bocharger and the auxiliary compressor is obtained; though
the price of the system is high.

The presented paper investigates the influence of an electric
motor attached to the turbo shaft on transient response of a turbo-
charged diesel engine. Comparison based on numerical simula-
tions was made between a conventional turbocharged diesel en-
gine with free floating turbocharger and the same engine with the
electrically assisted turbocharger. The paper is organized as fol-
lows: A zero-dimensional simulation code was developed and
verified by the experiments for stationary and transient operation
of a turbocharged diesel engine.

A thin-rotor high-speed asynchronous electric motor was de-
scribed in the following chapter where its principal characteristics
and dimensions were determined. Results of electric tests per-
formed separately on motors with different principal dimensions
and performances were applied as boundary conditions for more
realistic numerical simulations of the engine transient operation.

Comparison of the conventional turbocharged diesel engine and
an electrically assisted turbocharged engine based on numerous
numerical simulations during the engine transient operation of the
engine were analyzed and are presented in the chapter: ‘‘Results
of the Simulations With the Electrically Assisted Turbocharged
Engine During the Transient Operation.’’

Setup of the Simulation Program
A zero-dimensional simulation code was applied to investigate

steady-state and dynamical behavior of the turbocharged and af-
tercooled diesel engine. The main scope of the performed simula-
tion is to describe as well as possible mass and energy transfer
between the engine and the turbocharger. The simulation of the
transient regime of an engine requires processing of many con-
secutive events, and the application of a zero-dimensional compu-
tational code is therefore a good compromise between the ex-
pected accuracy of the results and the required computational
time. A FORTRAN simulation program was run on a PC with an
AMD 1.2 GHz processor. Required time to compute a complete
four-stroke six-cylinder turbocharged diesel engine cycle~720°
C.A.! amounts to 0.072 s. Numerical simulation of such an engine
configuration at 1667 rpm is therefore possible within the real
time. For numerical simulation purposes, complete system of a
turbocharged diesel engine is described and proposed by Medica
@8#. The simulation software can be automatically adapted to the
described system consisting of control volumes that are intercon-
nected by appropriate connections for mass and energy transfer.

Fig. 1 Scheme of an engine with electrically assisted turbo-
charger

Fig. 2 Scheme of a turbocharged engine with separate electri-
cally driven compressor
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The observed engine and its components were replaced by control
volumes: cylinders, intake manifold, and exhaust manifolds that
are interconnected by the compressor, turbine, inlet, and exhaust
valves. The exchange of mass and energy was simulated by the
filling and emptying method. Perfect mixing of the working me-
dium in control volumes was assumed. Basic equation that de-
scribes temperature change within a control volume was derived
from the previously mentioned conservation laws and took into
account gas properties correlated to the temperature and A/F ratio
according to the data published by Jankov@9#. The computer pro-
gram is described in details by Katrasˇnik @10#.

Accuracy and applicability of the previously mentioned zero-
dimensional code strongly depends on the amount of the available
experimentally defined input data. Compressor efficiency and its
flow characteristic were determined by a two dimensional ap-
proximation polynomial. Intercooler characteristic in the simula-
tion program took into account experimental data. Measured swal-
lowing characteristic of the applied twin-entry divided free-
floating radial turbine was applied in order to determine nonsteady
flow coefficients in particular exhaust manifold branches by the
application of a special computer program developed by Hribernik
@11#. The same method was also applied to correct measured
steady state values of the gas turbine efficiency,@12#, for different
pressure ratios in particular turbine entries, different mean expan-
sion ratios and different turbo speeds. Flow coefficients of the
intake and exhaust valve were determined by experiments and are
approximated by a suitable polynomial for the simulation,@13,14#.
Fuel delivery rate was determined by experiments as the function
of the control rack position. A pneumatically controlled regulator
~LDA ! operated by the boost pressure is attached to the high pres-
sure pump to limit excess fueling during the acceleration or sud-
den load increase of the engine, and therefore to avoid excess
emission of the black smoke. Its characteristic was measured and
expressed as the function of the boost pressure. Injection timing
parameters were approximated by a two-dimensional function de-
pending on the engine speed and on the quantity of the injected
fuel. Combustion process in the cylinder was approximated by the
single Vibe function; its application was justified by relatively late
fuel injection that in turn led to a relatively smooth heat release.
Vibe parameters were determined by the analysis of the measured
p–V diagrams. Mechanical losses were determined by the formula
of Thiele @15#, which showed good agreement with the data ob-
tained experimentally.

Validation of the Simulated Steady-State and Transient Op-
eration of the Engine. A six-cylinder 6.87-liter turbocharged
and aftercooled automotive low emission diesel engine MAN D
0826 LOH 15, with 108/125 mm bore/stroke, compression ratio
18:1, equipped with the HOLSET H1E–8264BF/H16WA8 turbo-
charger and developing 162 kW/2400 rpm was used in the experi-
ments. Comparisons between measured and computed data were
first performed for different steady-state engine running condi-
tions. Individual simulation process was concluded when the dif-
ference between the initial and final values of particular simulated
parameters in a working cycle didn’t differ by more than 0.01%.
Agreement between measured and calculated values of the mean
boost and exhaust pressure, as well as the turbocharger speed was
better than 4%.

Achieved accuracy of transient simulation and good agreement
with experimental results~Fig. 3! played a crucial role in later
numerical investigations of transient response of the engine with
electrically assisted turbocharger. Special care was devoted to the
accuracy of the computed boost pressure, as in turn it determines
the quantity of the injected fuel. All engine and turbocharger pa-
rameters can be continuously followed and inspected throughout
the particular working cycles of the performed transient.

A sudden load increase from bmep50.4 to 1.4 MPa at the en-
gine speed of approximately n51500 rpm was performed on the
engine dynamometer and simultaneously simulated for the valida-
tion of the applied simulation. Control system of the dynamometer

has not been designed for transient measurements and can’t simul-
taneously follow the change of the engine torque; oscillations of
the engine speed are observed during the initial sequence of the
engine transient operation. No data on dynamometer dynamic
characteristic were available. Simulated braking force of the dy-
namometer was calculated from the instantaneous computed en-
gine power and from the corresponding time derivative of the
measured instantaneous engine speed. Results of the previously
mentioned simulated and measured transient operation of the en-
gine are presented in Fig. 3. When braking forceF is considered a
very good agreement was achieved. Good agreement can also be
observed for the boost pressure and the turbo speed; they are very
important for the simulation of the engine torque and power as
mentioned earlier.

Application of the Electric Motor to Improve Transient
Response of the Engine

A high-speed asynchronous electric motor with a thin rotor was
tested separately by the ISKRA Avtoelektrika d.d. from Sˇempeter
pri Gorici, Slovenia, to determine its principal characteristics and
dimensions. It was planned for later installation into the turbo-
charger close to the back plate of the compressor wheel, Fig. 4.
Better cooling ability, suitable loading of the existing bearing, and
better access for the stator windings can thus be assured. Initial,
simple, 10-mm-wide rotor plate was composed of steel plates will
cast aluminum core. Maximum voltage of 28 V was applied for
the initial measurements. Efficiency of the electric motor was de-
termined as the ratio between the available shaft power and the
consumed electric power and amounted to 45%. Outer rotor di-
ameter of 82 mm at EM1 led to an unacceptably high mass mo-
ment of inertia and consequently to low torque-mass moment of
inertia ratio; Eq.~1! was not fulfilled and therefore further inves-

Fig. 3 Results of comparison between measured and simu-
lated transient operation of the engine; B.E.M.P. Ä0.4\1.4 MPa
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tigations with the EM1 were stopped. The diameter of the rotor
was then first reduced to 60 mm~EM2! and the mass moment of
inertia was consequently reduced by six times. Better efficiency
during the acceleration procedure was obtained by controlling the
slip and by applying higher voltage—42 V. Mass moment of in-
ertia was 6.1025 kgm2 and the maximum developed torque
amounted to 0.2 Nm. The obtained ratio between the available
torque and the mass moment of inertia was relatively low due to
very slim and adapted configuration of the rotor. This ratio was
additionally increased by increasing the rotor width to 20 mm and
slightly reducing the rotor diameter~motor EM3!, see Table 1.

Results of the Simulations With the Electrically Assisted
Turbocharged Engine During the Transient Operation. Re-
sults of numerical simulations for the transient operation of the
engine without and with attached auxiliary electric motors EM2
and EM3 atn51500 rpm, and by sudden change of the fuel rack
position to its ultimate value~bmep50.4→1.5 MPa! are shown in
Fig. 5. Acceleration of the turbocharger was performed with both
electric motor versions operating up to 70,000 and 80,000 rpm,
respectively. These two limiting speeds were selected due to their
position just above and below 77,000 rpm at which boost pressure
that allows full fueling~LDA controlled! at the engine speed 1500
rpm is achieved. The upper diagram in Fig. 5 represents changes
of the turbocharger speed during the transient; both auxiliary elec-
tric motors EM2 and EM3 improved the dynamic response of the
turbocharger. The best results were obtained by the application of
the more powerful EM3 motor; full turbo speed is obtained within
1.8 s. If the turbocharger is supported by the electric motor to only
70,000 rpm, further acceleration is slower due to increased~com-
bined! mass moment of inertia, Eq.~1!. Boost pressure is a func-
tion of the turbocharger speed; similar trends can therefore be
expected. Engine power output is proportional to the quantity of
the injected fuel, which is continuously controlled by the boost

pressure via the LDA pneumatic controller~Fig. 6!. Power is
therefore directly proportional to the boost pressure dependent
cyclic fuel delivery until the boost pressure for full fueling is
reached—this phenomenon can be clearly seen in Fig. 5 and Fig.
6. It is therefore not advisable~when developed engine power is
considered! to raise the boost pressure by the electric motor assis-
tance above the—by the LDA defined—limiting value at which
full fueling is allowed. Value of the equivalence ratiol is also
controlled by setting of the LDA controller; its minimum set value
of approximately 1.46~bottom Fig. 5! during the transient engine
operation assures low black smoke emission~black smoke emis-
sion is a strong function of thel!. An auxiliary electric motor can

Fig. 4 Layout of the turbocharger with the integrated electric
motor

Table 1 Characteristic parameters of the observed electric
motors

El.
Mot.
Type

Diameter
~mm!

Width
~mm!

Mass
Moment
of Inertia
(kgm2)

Max
Torque
~Nm!

Torque/Mass
Moment of

Inertia (Nm/kgm2)

EM1 83 10 36.1025 0.3 833
EM2 60 10 6.1025 0.2 3333
EM3 50 20 6.1025 0.4 6667

Fig. 5 Simulation of the transient response of the turbo-
charged engine with different auxiliary driving electric motors
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greatly improve the transient response of a turbocharged engine
by a more intensive increase of the boost pressure and conse-
quently by the larger amount of the injected fuel.

Load acceptance of the engine under transient operating condi-
tions at a sudden load increase and different turbocharger configu-
rations is presented in Fig. 7. The simulation introduces a sudden
increase of the engine load from 31 to 93 kW at 1500 l/min. Fuel
rack was simultaneously pushed into its maximum position. Origi-
nal turbocharged engine fell out of the operation due to insuffi-
cient fueling caused by interaction of the pneumatic controller and
the boost pressure. Electric motors EM2 and EM3 ensured faster
boost pressure raise and therefore allowed larger quantities of the
fuel to be injected in the cylinder. It is evident that the engine
equipped with the electrically assisted turbocharger~EM2 and
EM3! can accept higher instant increase of load. Lower part of the
Fig. 7 shows the time-dependence of the engine speed when a
sudden change of the engine load is applied. Maximum decrease
of the engine speed obtained by the application of the EM3 under
sudden load increase amounts to 7%, whereas with the EM2 aux-
iliary motor an even larger decrease of 12% is obtained. The first

phase~1.5 s! of the described simulation procedure represents
realistic conditions of the load acceptance of an engine driving an
electric generator.

Conclusion
An accurate and fast zero-dimensional simulation program was

developed and is presented in the paper. Accuracy of the simula-
tion was substantially improved by applying experimentally ob-
tained input data. Good agreement of the simulated and measured
results was obtained for the steady and transient operation of the
turbocharged and aftercooled engine. The simulation can therefore
be successfully extended to deal with transient behavior of a tur-
bocharged engine with a supporting electric motor on the turbo-
charger shaft. An asynchronous electric motor was developed and
tested separately to give realistic input data for the numerical
simulations. Design variations of the auxiliary electric motor were
taken into account for the simulations of the turbocharged diesel
engine operating under transient operating conditions. Load ac-
ceptance and transient response of the engine were improved by
application of the auxiliary electric motor. It was found out that
faster transient response of the engine requires as high auxiliary
electric motor torque to mass moment of inertia ratio as possible.
Such electric motor should have significantly lower mass moment
of inertia than that of the turbocharger which provides acceptable
dynamic performance of the turbocharger when the electric motor
is switched off. Upper electric motor operating speed should be
limited by the maximum boost pressure equivalent to the turbo-
charger speed at which fueling is still restricted by the LDA. Time
required to perform transient power increase from 25% to 100%
~127 kW! at 1500 rpm amounted to 3.9 s for the original turbo-
charger, whereas 2.4 s were required with the EM2 electric motor,
and 1.7 s when the EM3 motor was applied.
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Analysis of Oil Film Thickness on
a Piston Ring of Diesel Engine:
Effect of Oil Film Temperature
This paper describes an analysis of oil film thickness on a piston ring of a diesel engine.
The analysis of the oil film thickness has been performed by using Reynolds equation and
unsteady, two-dimensional energy equation with heat generated from viscous dissipation.
The mean oil film temperature was determined from the calculation of the temperature
distribution in the oil field which was calculated using the energy equation. The oil film
viscosity was then estimated using the mean oil film temperature. The effect of oil film
temperature on the oil film thickness of a piston ring was examined. This model has been
verified with published experimental results. Moreover, the heat flow at ring and liner
surfaces was examined. Results show that the oil film thickness could be calculated using
the viscosity estimated from the mean oil film temperature. The calculated values gener-
ally agree with the measured values. For higher engine speed conditions, the maximum
values of the calculated oil film thickness are larger than the measured values.
@DOI: 10.1115/1.1501078#

Introduction
One method utilized to promote energy savings in internal com-

bustion engines is to reduce the power loss caused by mechanical
friction on lubricated surfaces of engines. Most of the mechanical
friction power loss in the internal combustion engines occur on
lubricated surfaces around the piston rings and skirt. Factors that
affect these lubrication characteristics in the piston rings are the
oil film thickness, the viscosity of oil, the shape of the piston
rings, the ring tension, and the operating conditions, etc.

The lubrication between ring and liner is seriously affected by
the oil film viscosity that reduces with the increase of temperature
in the case of high-temperature lubrication conditions. Therefore,
to attain higher efficiency of engines under the conditions of high
speed and high power, the temperature dependence of oil viscosity
must be taken into consideration in analyzing the lubrication char-
acteristics of piston rings.

In most of the analyses of lubrication characteristics for piston
ring, the oil film viscosity was assumed to be a constant during a
cycle ~@1–3#! or was estimated by using the liner surface tempera-
ture ~@4–8#!. The effect of viscosity on oil film thickness and
friction force is very significant. Recently, there is little literature
on the analysis of viscosity estimated by using oil film tempera-
ture on lubricated surfaces between piston ring and cylinder liner
in internal combustion engines. Radakovic et al.@9# presented the
appropriate governing equations and numerical solution procedure
for treating thermohydrodynamic problems involving thin-film
flows in the presence of transverse squeeze and shear-thinning
effect, and elucidated the influence of both thermal and shear-
thinning effects on the performance of ring. In their study, the
steady-state energy equation was used.

On the other hand, Takiguchi et al.@10# measured the variation
of oil film thickness of the piston top ring and the second ring of
a truck diesel engine during one cycle by capacitance type clear-
ance sensors in the ring sliding surfaces. They analyzed the oil
film thickness, taking into account the piston slap motions and
ring motions. They also calculated the oil film thickness using
viscosity obtained from the cylinder temperature at the center of a

stroke and assumed it to be a constant during a cycle. They pre-
sumed that the engine speed has hardly any effect on the oil film
thickness, because the oil film temperature between the ring and
cylinder liner becomes higher, lowering the oil viscosity.

In our previous papers@11–12#, the analysis for the oil film
temperature on a piston ring has been carried out by using an
unsteady, two-dimensional energy equation. Considering the heat
generated from viscous dissipation and the inlet and outlet tem-
peratures of the flow field, this energy equation was applied to the
ring sliding face profiles. The variations of temperature, viscosity,
and oil film thickness between ring and liner for a cycle were
predicted.

In this study, the estimation of the temperature and velocity
distributions in the oil film and the effects of oil film temperature
variation on the oil film thickness of a piston ring for diesel engine
are described.

The oil film thickness was analyzed by using Reynolds equa-
tion and an unsteady, two-dimensional energy equation with heat
generated from viscous dissipation. Using the energy equation,
temperature distributions in the oil film were calculated and the
mean oil film temperatures were computed. The viscosity of oil
film was estimated by using the mean oil film temperature. This
model was verified with published experimental results~@10#!.
The effect of oil film temperature on the oil film thickness of a
piston ring, and the heat flow at ring and liner surfaces were
examined.

Analysis of Temperature, Viscosity, and Thickness in Oil
Film on a Piston Ring

The lubrication model on a piston ring analyzed in this paper is
shown in Fig. 1. In the oil film flow field, the following assump-
tions are made:

1. The oil is an incompressible liquid and Newtonian fluid with
a constant viscosity along the whole ring face.

2. The flow is laminar.
3. The specific heat, heat conductivity, and oil density are con-

stant in a cycle and the oil viscosity is a function of tem-
perature.

4. The lubrication model is considered as pure hydrodynamic
lubrication with fully flooded inlet and Reynolds exit condi-
tions.

5. The oil starvation is ignored.

Contributed by the Internal Combustion Engine Division of THE AMERICAN SO-
CIETY OF MECHANICAL ENGINEERS for publication in the ASME JOURNAL OF
ENGINEERING FORGAS TURBINES AND POWER. Manuscript received by the ICE
Division May 2001; final revision received by the ASME Headquarters November
2001. Associate Editor: D. Assanis.
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6. The ring motions, the cylinder wall deformation, and the
relative deformation of ring and cylinder wall are ignored.

Reynolds Eq.~1! was used to analyze the lubrication character-
istics

]

]x S h3

m

]p

]x D56Uwall

]h

]x
112

dh

dt
. (1)

At the oil inlet side, the mean pressure is equal to the ambient
pressure, and the oil film breaks down on the downstream side
according to the Reynolds boundary condition such as follows:

p5p2 at inlet side (x50)
p5p1 anddp/dx50 at the downstream side where

the oil film breaks down (x5B).

In the present model, the viscosity of oil film was estimated by
using the oil film mean temperature. Therefore, the analysis of oil
film temperature on the piston ring was performed by unsteady,
two-dimensional energy equation. Considering the heat generated
from viscous dissipation in the oil film, the energy equation for
two-dimensional flow is expressed~@13–15#! as follows:
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Equation~3! represents the viscous dissipation in the oil film.
Thermal boundary conditions are as follows:

T5TL at inflow on inlet side (x50)
dT/dx50 at outflow on inlet side (x50)
dT/dx50 at the downstream side where the oil film

breaks down (x5B)
T5TL at liner surface (y50)
T5TR at ring surface (y5h).

The temperature distribution along the cylinder liner has a
higher slope near the top dead center~TDC! and a lower slope
near the bottom dead center~BDC! in general. In this work, using
the measured temperatures at the TDC, midstroke point and BDC
strokes, the following expression is employed to evaluate the liner
temperature distribution:

TL~s!5m01m1 exp~2m2s/S! (4)

wheres is the displacement from the TDC of the top ring,S is the
length of engine stroke, andm0 , m1 , andm2 are correlation pa-
rameters.

The ring surface temperatureTR are assumed to be a constant
since the cycle to cycle variations of ring surface temperatures are
very low.

The oil film mean temperature in effective oil film regionTm is
defined as follows:

Tm5
1

hB E0

hE
0

B

T~x,y!dxdy. (5)

In order to account for the moving ring surface, ring profile,
and nonuniformly distributed grid points, the grid in~t,x,y!-
coordinates can be mapped onto a stationary and uniformly dis-
cretized mesh in~t,j,h!-coordinates.

t5t, j5x/hmin , h5y/hmin . (6)

Transferring from~t,x,y!-coordinates to the~t,j,h!-coordinates,
the energy equation is expressed~@15#! as follows:

Fig. 1 Lubrication model between ring and liner

Fig. 2 Geometry of top ring sliding surface

Fig. 3 Cylinder liner surface temperatures „experimental val-
ues …

Table 1 Calculation Conditions

Engine 4-stroke NA DI diesel engine
Bore5110 mm
stroke5125 mm
connecting rod length5198 mm

Ring BL53 mm
e510.5mm
Pe5154.4 kPa

Oil k50.143 W/~mK!
C51.985 kJ/~kgK!
p5872 kg/m3

SAE 30
kinematic viscosity 92.76 mm2/s ~40°C!

11.34 mm2/s ~100°C!
a050.0488628 mPa
u151123.35°C
u25111.562°C

Liner temperature correlation parameters
rpm m0 ~°C! m1 ~°C! m2
1200 40.726 55.285 0.28406
1600 75.275 27.225 0.90397
2000 87.300 19.200 1.9617
2400 91.950 19.650 2.6783
2800 97.034 20.166 3.7671
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Fig. 4 Temperature and velocity distributions in oil film between ring and liner „1600 rpm, no load …. „a…
Temperature distribution at CA Ä30 deg. „b… Temperature distribution at CA Ä270 deg. „c… Velocity distri-
bution at CA Ä30 deg. „d… Velocity distribution at CA Ä270 deg.

Fig. 5 Mean oil film temperature in a cycle „1600 rpm, no load … Fig. 6 Oil film viscosity in a cycle „1600 rpm, no load …
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The temperature dependence of the viscosity is estimated by
using the relation between the viscosity and temperature. The Vo-
gel equation~@16#! used in this work is

m~T!5a0 exp@u1 /~u21T!# (8)

wherea0 , u1 , andu2 are correlation parameters.

Solution Procedure. The numerical procedure is summarized
as follows:

1. The oil film thicknessh and the viscositym in the oil film at
arbitrary crank angles were assumed.

2. The Reynolds equation was solved numerically by the finite
difference method, and the pressure, velocity, and tempera-
ture distributions were calculated.

3. The viscosity in the oil film was estimated by using the
mean oil temperatureTm , anddh/dt was calculated and a
prediction ofh at a given crank angle was predicted.

4. The calculations~h, Tm , and m! were repeated until the
solution converges to a certain condition.

In the oil film temperature analysis, the energy equation was

Fig. 7 Oil film thickness „effect of viscosity estimation methods, 1600 rpm, no load …

Fig. 8 Mean oil film temperatures and viscosity „effect of ring temperatures, 1600 rpm, no load …; „a…
mean oil film temperature, „b… viscosity

Fig. 9 Oil film thickness „effect of ring temperatures, 1600 rpm, no load …
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solved by using the semi-implicit method for pressure-linked
equations~SIMPLE! method~@15#!. The solution domain repre-
senting the oil film on the piston ring was divided into 100 nodes
in the direction of ring travel and 40 nodes across the oil film
thickness.

Test Engine, Piston Ring, and Liner Temperature. The
analysis presented was applied to the piston ring of a direct injec-
tion type, natural aspirated four-stroke, six-cylinder diesel engine
~@10#!. The oil film thickness of the top ring measured by capaci-
tance type clearance sensors in the ring sliding surfaces~@10#! was
used to compare with the predicted thickness. The geometry of
ring sliding surface is the same as that of the top ring used in the

oil film thickness measurement~@10#! as shown in Fig. 2. The ring
profile is flat in the middle part and rounded off at both ends. The
measured cylinder liner surface temperatures at each engine speed
are shown in Fig. 3. There are three measurement points. These
are at the top, middle, and bottom of a stroke. The test lubrication
oil used was a CD Class SAE 30 Grade oil. Its specifications and
the calculation conditions are shown in Table 1.

Numerical Results and Discussions

Oil Film Temperature. The calculated temperature distribu-
tions in the oil film are shown in Figs. 4~a! and ~b! at an engine
speed of 1600 rpm under no load conditions. These distributions
are at a crank angle of 30 deg, that is near the crank angle for the
minimum oil film thickness and at a crank angle of 270 deg, that
is near the crank angle for the maximum oil film thickness in a
cycle. In this calculation, the top ring surface temperatureTR was
expressed asTR5(TG1TL:TOP)/2, whereTG , was the measured
top ring groove temperature andTL:TOP was the measured liner
surface temperature at TDC.

The temperature distribution at a crank angle of 30 deg shows
isothermal lines in parallel with the ring surface at the flat part
region, and the heat is transferred from the ring to liner by heat
conduction. While that at crank angle of 270 deg is influenced by
convection flow at the inlet, so that the oil film temperature at near
liner surface has low values from inlet side to middle part of ring
width and increases along the flow direction.

In the present calculation condition, the reverse flow occurs at
ring side of inlet as shown in Figs. 4~c! and ~d!, so oil film tem-
perature distributions are influenced by the reverse flow. Such the
reverse flow had been found at the inlet zone of steeply conver-
gent oil film of journal bearing~@13,17#!. The reverse flow in the
oil film between the ring and liner is necessary to be confirmed
experimentally.

From these temperature distributions, the mean oil film tem-
peratures in the effective oil film region were calculated and that
along the cylinder wall is shown in Fig. 5. In this figure, the liner
surface temperatureTL and the mean temperature of the ring and
the liner (TR1TL)/2 are also shown. As shown in Fig. 5, the mean
temperatures at each stroke show a similar tendency. During the
latter half of compression stroke and early expansion stroke, the
mean oil film temperatures are higher due to viscous heating, and
during the latter half of expansion stroke, these become lower due
to convection flow. These temperatures are about 6°C higher near
TDC, and about 12° higher than the liner temperature near BDC.
Also, the mean oil film temperatures are lower than the mean
temperature of the ring and the liner except during early expan-
sion stroke. Thus, the oil viscosity estimated from the mean oil
film temperature is lower than that estimated by using the liner

Fig. 10 Relation between oil film thickness and viscosity
„1600 rpm, no load …

Fig. 11 Oil film temperature and viscosity „effect of engine speeds and no load …; „a… oil film tempera-
ture, „b… viscosity
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temperature as shown in Fig. 6. It may be reasonable to presume
that the viscosity estimated by the mean oil film temperature is
useful for the analysis of lubrication.

Oil Film Viscosity and Thickness. The effect of estimation
methods for viscosity on the oil film thickness was examined. The
estimation methods used in this study are listed below.

1. the viscosity estimated by using the liner temperature at each
position;m5 f (TL:TDC), m5 f (TL:mid), m5 f (TL:BDC),

2. the viscosity estimated by using the liner surface tempera-
ture distribution along the cylinder surface;m5 f (TL), and

3. viscosity estimated by using the mean oil film temperature;
m5 f (Tm).

The liner temperatures measured at top dead center, midstroke

point and bottom dead center were used. The top ring surface
temperatureTR was estimated by using measured top ring groove
and liner temperatures. Figure 6 shows the viscosity estimated by
each method for the case of an engine speed of 1600 rpm and no
load conditions.

Figure 7 shows the effect of estimation methods of viscosity on
the oil film thickness. The variations of oil film thickness in one
cycle become thinner with the decrease of viscosity due to the
elevated temperature. At near the top dead center for combustion,
the viscosity@m5 f (Tm)# estimated by using mean oil film tem-
perature is lower about 15% than that of@m5 f (TL:TDC)# esti-
mated by using liner temperature at top dead center. Independent
of the estimation methods of viscosity, the minimum oil film
thickness in one cycle appears to be the same value. The values of
the maximum oil film thickness become larger with viscosity in-
crease, particularly at the region of higher ring sliding velocity of
the intake and exhaust strokes.

Moreover, the effect of ring temperature on oil film thickness
was examined. The mean oil film temperature, viscosity and oil
film thickness are shown in Figures 8 and 9. Since the oil viscos-
ity becomes lower with an increase in the ring temperature, the oil
film thickness is thinner in one cycle.

The relation between oil film thickness and viscosity at each
crank angle is shown in Fig. 10. The results indicate that the oil
film thickness at each crank angle increases with the increase of
viscosity. At each crank angle, the oil film thickness calculated by
viscosity@m5 f (Tm)# estimated using the mean oil film tempera-
ture are thinner than that calculated by viscosity@m5 f (TL)# es-
timated using the liner temperature. Particularly, at crank angle of
minimum oil film thickness near top dead center for combustion,
the values of the oil film thickness estimated by using the mean oil
film temperature are lesser than those estimated by the liner tem-
perature.

Comparison of the calculated and measured~dotted line as
shown Fig. 10! values of oil film thickness in the case of top ring
operation condition~@10#! reveal that the calculated oil film thick-
ness for a ring temperature ofTR 116.3°C agrees approximately
with the measured values at crank angles of 270 and290 deg.
This ring temperature was estimated by the measured ring groove
and liner temperatures. Thus, it is considered that the viscosity
estimated by using the mean oil film temperature derived from the
measured liner temperature and the estimated ring temperature is
useful for the evaluation of oil film thickness.

Effect of Engine Speed. The effects of engine speed on the
mean oil film temperature, viscosity, and oil film thickness in a
cycle are shown in Figs. 11, 12, and 13, respectively. For the oil
film thickness calculation, the viscosity estimated by the mean oil
film temperature derived from the measured liner temperature
shown in Fig. 3, and the estimated ring temperature, were used.
Increasing the engine speed raises the mean oil film temperature,
and its swing in a cycle is larger due to convection flow effects.

Fig. 12 Oil film thickness „effect of engine speeds, no load …

Fig. 13 Relations between oil film thickness, viscosity and en-
gine speed „no load …; „a… oil film thickness, „b… viscosity

Fig. 14 Heat flow at ring and liner surfaces „TRÄ116.3°C, 1600
rpm, no load …
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With higher engine speeds, the oil film temperature increases
thereby reducing oil viscosity. The oil film is thicker for higher
engine speeds except near the top dead center for combustion.
Wong et al. presented that the oil film thickness increases with the
square root of the sliding speed under hydrodynamic lubrication
condition ~@18#!. The present results indicate that the oil film
thickness increases with approximately 0.35 power of the engine
speed due to decrease of viscosity.

Comparison of calculated and measured values~@10#! show that
the maximum thickness of the calculated value is larger than that
of measured values in the case of higher engine speed conditions.
This is due to the effects of the estimated ring temperature, the
inlet oil film temperature, and the oil starvation between ring and
liner.

Heat Flow. Heat flows at ring and liner surfaces in a cycle
were examined. Heat flows at ring and liner surfaces as shown in
Fig. 14 exhibit a peak at top dead center that have essentially
constant values. These values become lower at higher ring sliding
velocities during half stroke, and heat flow at ring surfaceQR is
higher than that at liner surfaceQL . This is considered that the
sliding velocity becomes higher, so the oil film thickness in-
creases, the inlet flow is larger and the oil temperature at near the
liner surface effected by the inlet flow becomes lower. Therefore
the temperature gradient in the vertical direction of oil film at near
liner surface is lower than that at near ring surface as shown in
Fig. 4~b!.

To examine the effect of viscous dissipation, in the case of
lower temperature condition such as starting condition, oil film
temperature distributions and heat flows were calculated as shown
in Figs. 15 and 16. As the oil film thickness increases with in-

creasing viscosity, viscous dissipation becomes larger. The oil film
temperature distribution has a peak at the center in the oil film at
a crank angle of 30 deg. At a crank angle of 270 deg, the tem-
perature in the oil film at flow inlet is lower and it increases along
the flow direction. The position of maximum temperature in the
oil film at outlet side is near the middle between ring and liner.
Since the oil film temperature is higher than the ring and liner
surface temperatures, heat flows from the oil to the ring and liner
surfaces as shown in Fig. 16 due to the increase in viscous dissi-
pation.

Conclusions
In this paper, the analysis of oil film thickness on a piston top

ring of a diesel engine has been performed by using Reynolds
equation and unsteady, two-dimensional energy equation with the
viscous dissipation. The oil film viscosity was estimated by the
mean oil film temperature calculated from the temperature distri-
bution in the oil film. The effect of oil film temperature on the oil
film thickness of a piston ring and heat flow at ring and liner
surfaces were examined. The results are summarized as follows:

1. Oil film thickness could be calculated by using the viscosity
estimated by mean oil film temperature. The calculated values
agree satisfactorily with the measured values. Oil film thickness
estimated from the present method is lesser than that with viscos-
ity estimated by the liner temperature at minimum oil film thick-
ness such as near top dead center. Thus, the lubrication condition
for the piston ring becomes more severe.

2. The calculated oil film thickness in a cycle increases with
engine speed. The calculated maximum values are larger than the
measured values for higher engine speed conditions.

3. Heat flows at ring and liner surfaces in a cycle can be esti-
mated by this model. According to the conditions of ring and liner
temperatures, heat flows from the oil film to the ring and liner
surfaces or from the ring to the oil film due to viscous dissipation.

4. The oil film temperature between the ring and the liner var-
ies from the liner to the ring as well as from the inlet to outlet.
Therefore, it is necessary to be caution about the prediction of oil
film thickness using the original Reynolds equation in which a
viscosity is assumed to be a constant in the vertical direction of oil
film.

Nomenclature

a0 5 correlation parameter of the Vogel equation
B 5 effective ring width

BL 5 axial width of ring
Bp 5 width of parallel region of ring
C 5 specific heat
e 5 barrel height of ring

Fig. 15 Temperature distributions in an oil film „condition of low temperature TRÄTL
Ä30°C…; „a… CAÄ30 deg, „b… CAÄ270 deg

Fig. 16 Heat flow at ring and liner surfaces „TRÄTLÄ30°C,
1600 rpm, no load …
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h 5 oil film thickness
hmin 5 minimum film thickness

m0 ,m1 ,m2 5 correlation parameter of Eq.~4!
p 5 hydrodynamic pressure

Pe 5 surface pressure of ring
p1 5 gas pressure in combustion chamber
p2 5 inter-ring gas pressure

QR 5 heat flow at ring surface
QL 5 heat flow at liner surface

s 5 displacement from position at TDC of top ring
S 5 length of engine stroke
T 5 temperature

Tm 5 mean oil film temperature
TL 5 temperature of cylinder liner
TR 5 temperature of ring surface

t 5 time
Uwall 5 sliding velocity of wall

u 5 x-direction velocity
v 5 y-direction velocity
k 5 oil film thermal conductivity
r 5 density
m 5 viscosity
n 5 kinematic viscosity

u1 ,u2 5 correlation parameter of the Vogel equation
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Effect of Biodiesel Utilization of
Wear of Vital Parts in
Compression Ignition Engine
The combustion related properties of vegetable oils are somewhat similar to diesel oil.
Neat vegetable oils or their blends with diesel, however, pose various long-term problems
in compression ignition engines, e.g., poor atomization characteristics, ring-sticking, in-
jector coking, injector deposits, injector pump failure, and lube oil dilution by crank-case
polymerization. These undesirable features of vegetable oils are because of their inherent
properties like high viscosity, low volatility, and polyunsaturated character. Linseed oil
methyl ester (LOME) was prepared using methanol for long-term engine operations. The
physical and combustion-related properties of the fuels thus developed were found to be
closer to that of the diesel oil. A blend of 20 percent was selected as optimum biodiesel
blend. Two similar new engines were completely disassembled and subjected to dimen-
sioning of various vital moving parts and then subjected to long-term endurance tests on
20 percent biodiesel blend and diesel oil, respectively. After completion of the test, both
the engines were again disassembled for physical inspection and wear measurement of
various vital parts. The physical wear of various vital parts, injector coking, carbon
deposits on piston, and ring sticking were found to be substantially lower in case of 20
percent biodiesel-fuelled engine. The lubricating oil samples drawn from both engines
were subjected to atomic absorption spectroscopy for measurement of various wear metal
traces present. AAS tests confirmed substantially lower wear and thus improved life for
biodiesel operated engines.@DOI: 10.1115/1.1454114#

Introduction
The world is presently confronted with the twin crises of fossil

fuel depletion and environmental degradation. Indiscriminate ex-
traction and lavish consumption of fossil fuels have led to reduc-
tion in underground carbon-based resources. The need to exploit
bio-origin-based alternative fuels to quench the world’s energy
thirst has long been realized. By now, it has been conclusively
realized that internal combustion engines form an indispensable
part of modern life style. They play a vital role in transportation
and modern mechanized agricultural sector. Ever since the advent
of the IC engines, vegetable oils have been tried as an alternative
to the diesel fuel. The inventor of the diesel engine, Rudolf Diesel,
in 1885, used peanut oil as a diesel fuel for demonstration at the
1900 world exhibition in Paris. Speaking to the Engineering So-
ciety of St. Louis, Missouri, in 1912, Diesel said, ‘‘The use of
vegetable oils for engine fuels may seem insignificant today, but
such oils may become in course of time as important as petroleum
and the coal tar products of the present times.’’ The same
petroleum-based fuel used in Diesel’s days is still the fuel of
choice in modern motorized society~@1#!.

It is only in recent years that systematic efforts have been made
to utilize vegetable oils as fuels in engines. A review of literature
shows that European countries and the U.S.A. have mainly con-
centrated on saffola, sunflower, peanut oils, etc. as alternative fu-
els for diesel engines, which are essentially edible in nature. But,
in the Indian context, only nonedible vegetable oils can be seri-
ously considered as a fuel for CI engines as the edible oils are in
great demand and are far too expensive at present. Moreover,
there is a vast forest resource from which oil can be derived and
formulated to give combustion-related properties close to that of

diesel oil. Broadly speaking, due to the wide variations in climate,
soil conditions, and competing use of land, different nations and
researchers look upon different vegetable oils, which are locally
available, as potential fuels. For example, Malaysia is pursuing
research and development programmes on the use of palm oil and
its derivatives as fuels for engines. There is no doubt that the
production of oil seeds can be stepped up once they are being
adopted for regular use in diesel engines. Considering the huge
rates of consumption of petroleum fuels at present, it is clear that
vegetable oils can, at best, provide only a partial replacement
~@2#!.

Kaltschmitt et al. conducted a study, which shows that bioen-
ergy carriers offer some clear ecological advantages over fossil
fuels such as conserving fossil energy resources or reducing the
green house effect~@3#!. Therefore, the process of utilizing biodie-
sel in the IC engines for transport as well as other applications, is
gaining momentum. The international energy agency has recog-
nized biodiesel as an alternative fuel for the transportation sector.
The European Commission proposed a 12 percent market share
for biofuels by the year 2020~@4#!.

The combustion-related properties of vegetable oils are some-
what similar to diesel oil. Neat vegetable oils or their blends with
diesel pose various long-term problems in compression ignition
engines, e.g., poor atomization characteristics, ring-sticking,
injector-coking, injector deposits, injector pump failure, and lube
oil dilution by crank-case polymerization. Such problems are not
usually experienced with short-term engine operations. Some-
times the engine fails catastrophically, if run on neat vegetable oils
continuously for a longer period. The properties of vegetable oils,
responsible for these problems are high viscosity, low volatility,
and polyunsaturated character~@5,6#!.

In the majority of short-term tests employing vegetable oil as
the fuel, peak power outputs ranged from 91 percent to 109 per-
cent of those when equivalent engines were operated with mineral
diesel fuel. The thermal efficiencies of the engines were generally
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reported to improve with vegetable oils. However, due to its lower
energy content, vegetable oil consumption was higher than that of
mineral diesel fuel~@7#!. Hemmerlein et al. established that all of
the engines run on rapeseed oil passed the ECE R49 regulation
relating to CO, HC, NOx , and soot emissions in the 13-mode test.
However, some measured emissions increased while others de-
creased when rapeseed oil was used as a substitute for diesel fuel.
Further, higher emissions levels resulted from combustion of rape-
seed oil in direct injection~DI! and small-cylinder indirect injec-
tion ~IDI ! engines than combustion in larger-cylinder IDI engines.
Emissions of CO and HC increased by up to 100 percent and 290
percent, respectively, compared with those for diesel fuel, but it is
likely that these levels could be reduced if the injector timing is
advanced. Emissions of NOx were up to 25 percent lower, due to
slower combustion and low maximum combustion temperatures
resulting from the use of rapeseed oil. Generally, soot and particu-
late emissions were also reduced by up to 0.4 Bosch number and
50 percent, respectively, although particulate emissions were up to
140 percent higher, when combustion occurred in DI engines. The
emissions of aromatics, aldehydes, ketones, and particulate matter
were higher when rapeseed oil was used. PAH emissions were
reduced in larger cylinder IDI engines and increased in other en-
gine types~@8#!. Freedman et al. experimentally evaluated CNs of
vegetable oils and their derivatives by using constant volume
combustion bomb~@9#!. They also evaluated heat of combustion
of various triglycerides, and attempted to find out the relationship
between their heats of combustion and molecular properties of
vegetable oils~@10#!.

The process of transesterification yields vegetable oil esters.
Vegetable oil esters have better fuel properties compared to neat
vegetable oils. Their viscosity reduces, volatility increases, and
they lose their polyunsaturated character after transesterification.
The stoichiometry of the overall transesterification reaction re-
quires 1 mole of triglyceride for 3 moles of glycerol. This is a
reversible reaction, either acid or alkali catalyzed, and involves
stepwise conversions of triglycerides to diglycerides to monoglyc-
erides to glycerol producing 3 moles of ester in the process~@11#!.
Alkaline catalysts have the advantage of being less corrosive to
industrial equipment than acid catalysts. Transesterification pro-
cess breaks the triglycerides present in vegetable oils into two
components, fatty acid esters, and glycerol. Glycerine is a valu-
able by-product, which is used in pharmaceuticals, cosmetics,
toothpaste, and many other commercial products. Biodiesel is of-
ten blended with petroleum diesel to offset its high production
cost~@12,13#!. Pure 100 percent ‘‘neat’’ methyl esters of rapeseed,
soybean, sunflower, tallow, and other fats and oils can be used as
diesel fuel with little or no modifications of the engine. According
to Alan Weber, ‘‘Many fleets, however, utilize biodiesel blends
called B20, which is a mixture of 20 percent biodiesel and 80
percent petroleum diesel’’~@1,14#!.

System Selection
As far as the application in rural agricultural sector of a devel-

oping country like India is concerned, internal combustion en-
gines should preferably utilize alternative fuels of bio-origin,
which are locally available. The present work is carried out using
a typical vegetable oil by formulating its properties and bringing
them closer to the conventional diesel. System design approach
has taken care to see that these modified fuels can be utilized in
existing diesel engines without any substantial hardware modifi-
cations. India is producing around 6.7 million tons of nonedible
oils such as, linseed, castor, karanji~Pongamia glabra!, neem
~Azadirachta indica!, palash ~Butea monosperma!, and kusum
~Schlelchera trijuga!. Some of these oils produced even now are
not being properly utilized, and it has been estimated that some
other plant-based forest derived oils have a much higher produc-
tion potential. From among the large number of vegetable oils
produced in the country, linseed oil was chosen for the present
investigation because India has the largest acreage under linseed

cultivation, and it is the fourth largest producer of linseed oil in
the world~@6,15#!. The process of transesterification was selected
to prepare suitable fuels for long-term engine operation. The mo-
lecular structure of the fatty acid molecules present in the veg-
etable oil gets modified by way of transesterification. For the
present work, linseed oil methyl ester was prepared using metha-
nol in the presence of potassium hydroxide as catalyst, and then
separating by-product glycerol formed in the esterification reac-
tion. The use of linseed oil methyl ester~LOME! in compression
ignition engines was found to develop a very compatible engine-
fuel system with low emission characteristics. The physical and
combustion related properties of the fuels thus developed by the
process of esterification were determined in the laboratory and
most of them were found very close to that of diesel oil. Tests
were conducted for determination of properties like density, vis-
cosity, flash point, aniline point /cetane number, calorific value,
etc. Some specific tests like infrared spectroscopy, carbon, hydro-
gen, nitrogen, oxygen analysis, and nuclear magnetic resonance
spectroscopy were carried on biodiesel and linseed oil in order to
study the effect of transesterification at molecular level.

The constant speed experimental test unit, manufactured by
Perry & Co., India, is a compact, portable captive 4 kWh gen-set
run by diesel fuel. It is widely used in the country mostly for
agricultural purposes and in many small and medium scale com-
mercial purposes. This is a single-cylinder four-stroke vertical
water-cooled system that develops 4 kW power output in pure
diesel mode. It has a provision of loading electrically, and is flex-
ibly coupled with a single-phase alternator. Detailed specifications
of the engines used in present investigations are given in Table 1.

The engine can be started by hand cranking. The engine is
provided with a centrifugal speed governor. The inlet valve opens
4.5 deg BTDC and closes 35.5 deg ABDC. The exhaust valve
opens 35.5 deg BBDC and closes 4.5 deg ATDC. The test engine
is directly coupled to a 220 volts AC generator of sufficient ca-
pacity to absorb the maximum power produced by the engine.

Engine Tests
After developing the appropriate fuel, it was tested on the en-

gine, first for its performance and emission characteristics and
then through a series of other engine tests. In the long-term en-
durance test, the effect due to the use of biodiesel on various parts
of the engine vis-a`-vis diesel fuel was studied. For this purpose,
two similar new engines were subjected to similar loading cycles
and operating conditions. The assessment of wear of various parts
of 20 percent biodiesel and diesel-fueled engines was done after
dismantling the various parts of the engine. The various tests on
the two-engine systems are conducted as per the procedure speci-
fied in IS10000, 1980~@16#!.

Preliminary Runs. The purpose of preliminary run for both
the engines is that they should be made trouble free, by operating
both the engines for their running-in period. Under the prelimi-
nary run, constant speed engines are subjected to a preliminary
run of 49 hours at the rated speed under the operating temperature
specified by the manufacturer, in nonstop cycles of seven hours
each, conforming to the following cycle pattern. The engine load-
ing cycle for the preliminary run is shown in Table 2.

During the preliminary run, attention was paid to engine vibra-
tion and quietness. Oil pressure was checked time to time.

Fuel Consumption Test. A fuel consumption test is essential
for evaluating the fuel consumption pattern of an engine. This test
was used to certify that both the engines are going to perform
exactly similar, when subjected to the same fuel. When different
fuels are used for running the similar engines under similar oper-
ating conditions, any marked difference in their performance is
due to the characteristics of the fuel alone. This test was carried
out only after the preliminary run, i.e., after stable operating con-
ditions were achieved. The engines were subjected to similar load-
ing conditions, starting from no load, observations were recorded
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at 20 percent, 40 percent, 60 percent, 80 percent, 100 percent, and
110 percent of the rated load. During the fuel consumption test
~loop test!, observations were recorded after every 30 minutes and
a graph was plotted for each engine. Further tests were under-
taken, after ensuring that fuel consumption patterns observed were
same within measurable accuracy for both the engines.

Performance and Emission Test: Selection of Optimum
Blend. This test was carried out on one of the engines, which
has already been subjected to preliminary run-in. The period of
running in and the test cycles have already been discussed earlier.
This test is aimed at optimizing the concentration of ester in the
biodiesel blends. To achieve this, several blends of varying con-
centrations were prepared ranging from 0 percent~neat diesel oil!
to 100 percent~neat biodiesel! through 5 percent, 10 percent, 15
percent, 20 percent, 25 percent, 30 percent, 40 percent, 50 percent,
and 75 percent. These blends were then subjected to performance
and emission tests on the engine. The performance data was then
analyzed from the graphs recording power output, torque, specific
fuel consumption, and smoke density, etc., for all the blends of
biodiesel. The 20 percent biodiesel was found to be the optimum
blend from the graphs based on maximum thermal efficiency and
smoke opacity considerations~@5#!.

Long-Term Endurance Test. After the completion of all
these tests, both the engines were dismantled completely and ex-
amined physically for the conditions of the various critical parts
before endurance test was commenced. After physical examina-
tion, the dimensions of various moving, vital parts were recorded,
e.g., cylinder head, cylinder bore/cylinder liner, piston, piston
rings, gudgeon pin, valves~inlet and exhaust!, valve seats~in-
serts!, valve guide, valve springs, connecting rod, big-end bearing,
small-end bush, connecting rod bolts and nuts, crankshaft, crank-
shaft bearings and journals, and camshaft. The engines were re-
assembled and mounted on a suitable test beds and again run-in
for 12 hours in the manner recommended by the manufacturer.
This test was carried out to take care of any misalignments occur-
ring during dismantling and re-assembling of the engine. This test
included 11 hours of continuous run, at rated full load at the rated
speed followed by one hour run at 10 percent overload. During the
running-in period, none of the critical components listed above

were replaced. The lubricating oil from the oil sump was drained
off and the engines were refilled with SAE 30 grade of fresh
lubricating oil as specified by the manufacturer and the engines
were then ready for long-term endurance test.

Then both the engines were run for 32 cycles~each of 16 hours
continuous running! at rated speed. The test cycle followed is
specified in the Table 3.

The first engine was using 20 percent biodiesel blend, and the
second engine was using neat diesel oil as fuel. At the end of each
16-hour cycle, both the engines were stopped and necessary ser-
vicing, and minor adjustments were carried out in accordance with
the manufacturer’s schedule, e.g., tappet settings, make up oil ad-
dition, etc. Before starting the next cycle, it was ensured that the
temperature of the engine sump oil had reached within 5 K of the
room temperature. The engines were then topped up with engine
oil, if required and the quantity consumed recorded. The lubricat-
ing oil samples were collected from the engines after every 128
hours for conducting various tribological studies. In the entire
range of engine operation spread over 512 hours, there was no
major breakdown.

Comparison of Carbon Deposits. After completion of the
long-term endurance test, the engines were completely disas-
sembled and the deposit formations on cylinder head, piston top,
and injector tip were investigated. The photographs for all these
parts are shown in Figs. 1–6.

Figure 1 shows the carbon deposits on the cylinder head of the
diesel-fueled engine and Fig. 2 shows carbon deposits on the cyl-
inder head of the 20 percent biodiesel fueled engine. It can be
clearly noticed that the deposits on the cylinder head of 20 percent
biodiesel-fueled system are substantially lesser compared to the
diesel-fueled system.

Figure 3 shows the carbon deposits on the piston-top of the
diesel fueled system and Fig. 4 shows the carbon deposits on the
piston top of 20 percent biodiesel-fueled engine. The pistons were
weighed and the amount of carbon deposits formed was found

Table 1 Technical specifications of the test engine

Table 2 Loading cycle for preliminary runs of constant speed
engine „†16‡…

Table 3 Test cycle for long-term endurance test „†16‡…

Fig. 1 Carbon deposits on cylinder head of diesel-fueled en-
gine after 512 hours of engine operation
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out. The amount of carbon deposited on biodiesel system was
found be to be about 40 percent lower compared to the diesel-
fueled system. Figure 5 shows the injector tip of the diesel-fueled
system after 200 hours of engine operation and Fig. 6 shows the
injector tip of 20 percent biodiesel-fueled engine after 512 hours
of engine operation. The carbonization of biodiesel injector after
512 hours of operation was far less than the diesel injector after
200 hours of engine operation. There were hardly any carbon
deposits noticed on biodiesel fueled injector. This proved that the
problem of carbon deposits and coking of injector tip have not
only completely disappeared after the esterification of vegetable
oils but also these have improved compared to conventional diesel

fuel. Similar results were also noticed in the figures for deposits
on piston ring grooves, intake and exhaust valves.

It is also observed that both diesel and biodiesel followed the
same trend of cylinder pressure variation except that the 20 per-
cent biodiesel-fueled engine showed a slightly lower peak cylin-
der pressure. This may be because of a bit slower rate of combus-
tion of biodiesel fuel compared to diesel fuel. This slow rate of
pressure rise leads to relatively smoother engine operation and
also affects the wear of engine parts. It is noticed that with the
increase in the load of the engine, the peak cylinder pressure
increased. Addition of biodiesel decreases the reaction rate and
mixture temperature at the end of compression, resulting in a drop
in the overall flame temperature with a consequent decrease in
flame speed. The addition of biodiesel plays an important role in
reducing the maximum rate of pressure rise and peak pressure
considerably. Combustion duration is almost similar for both the
fuels.

Fig. 2 Carbon deposits on cylinder head of 20 percent
biodiesel-fueled engine after 512 hours of engine operation

Fig. 3 Carbon deposits on piston top of diesel-fueled engine
after 512 hours of engine operation

Fig. 4 Carbon deposits on piston top of 20 percent biodiesel-
fueled engine after 512 hours of engine operation

Fig. 5 Carbon deposits on injector tip of diesel-fueled engine
after 200 hours of engine operation

Fig. 6 Carbon deposits on injector tip of 20 percent biodiesel-
fueled engine after 512 hours of engine operation

Journal of Engineering for Gas Turbines and Power APRIL 2003, Vol. 125 Õ 607

Downloaded 02 Jun 2010 to 171.66.16.95. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Wear Measurement
Sliding contact between metallic components of any mechani-

cal system is always accompanied by wear, which results in the
generation of minute particles of metal. In diesel engines, the
components normally subjected to wear process are the piston,
piston rings, cylinder liner, bearings, crankshaft, cam, tappet, and
valves. In a lubricated diesel engine system, wear particles are
washed away by lubricating oil and remain in suspension in the
lubricating oil. By analyzing and examining the variation in the
concentration of the metallic particle in the lubricating oil after
certain running duration, sufficient information about wear rate,
source of wear metals, and engine conditions were predicted.

Physical Wear Measurement of Vital Parts. The wear of
various moving parts took place due to prolonged engine opera-
tion. Both the engines were operated under identical conditions
and the loading cycles of the engines were also similar. The only
variation in the operation was that both the engines were operated
using two different fuels so that the effect of new fuel on the life
of engine hardware could be compared directly. This was thought
to be an acid test to analyze the material compatibility of the
newly developed fuels vis-a`-vis diesel oil. The dimensions of the
vital parts and physical condition were noted before the com-
mencement of and after the completion of long-term endurance
test. The difference of these two dimensions gave the wear of
these parts in the given period of engine operation.

After completion of the long-term endurance test, the engines
were again dismantled completely, and the physical condition of
various parts inspected carefully. Wear was estimated by accurate
measurements of dimensions of various vital parts of the engine,
before and after the long-term endurance test. These observations
of wear were useful to compare the performance of biodiesel vis-
à-vis diesel oil on the wear of the vital engine parts. Observations
are summarized in the Table 4.

It is glaringly evident from the table that the wear of vital
moving parts of the 20 percent biodiesel operated engine was
substantially lower~of the order of about 30 percent lower! com-
pared to the neat diesel operated engine. In small and midsized
engines, part of the fuel spray jet impinges on combustion cham-
ber walls, thus wetting the cylinder walls. The fuel thus gets
mixed with the lubricating oil present on the liner wall. During the
piston’s reciprocating motion, this biodiesel dilutes lubricating oil
and forms a layer between the cylinder liner and piston rings, thus
affecting the cylinder lubrication mechanism directly. A series of
experiments was planned to investigate this phenomenon through
lubricating oils analysis from biodiesel and diesel operated
engines.

Wear Debris Transport and Analysis. Oil used for lubrica-
tion of the IC engine picks up the wear debris of various metals
depending on the origin. The quantitative evaluation of wear par-
ticles present in oil gives the magnitude of engine component
deterioration and while qualitative analysis indicates its origin,
i.e., wearing component. This ultimately provides adequate infor-
mation about the components that are being deteriorated and the
incipient failure of the machine.

A careful look at the literature reveals that the various contami-
nant metals present in lube oil might have various possible
sources in the engines. Table 5 lists the typical sources of metallic
elements in wear debris of the lubricating oil.

Ash Content. The lubricating oil samples were kept in the
furnace at 450°C for 4 hours and then 600°C for 2 hours to
produce ash. The residual ash contains the wear debris of metal
primarily. The data on ash content in the lubricating oils for
biodiesel and diesel-fueled compression engines have been pre-
sented graphically in Fig. 7. It was observed that the ash content
for 20 percent biodiesel-operated engine oil was approximately 15
percent lower than that of diesel-operated engine oil.

The 20 percent biodiesel-operated engine has a lower amount

Table 4 Comparative physical wear measurements of vital
parts for 20 percent biodiesel-fueled engine via-a ` -vis diesel-
fueled engine parts
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of ash content in its lubricating oil. Hence, it is clear that
biodiesel-fueled engine produced a lesser amount of wear debris
thus indicating its better performance.

Atomic Absorption Spectroscopy. AAS works on the prin-
ciple of absorption interaction, where atoms in the vapor-state
absorb radiation at a certain wavelength that are well defined and
show the characteristics of a particular atomic element. In this
process, the source of radiation projects a beam of a specific
wavelength through a pure flame~air-acetylene! on to a sensor
and the amount of radiation arriving at the photo sensor is re-
corded. The fluid sample is introduced into the flame and vapor-
ized. The amount of radiation arriving at the photo sensor is re-
duced in proportion to the quantity of the specific element present
in the sample. The schematic diagram of AAS is shown in Fig. 8.

This technique can be used for quantitative and qualitative
analysis of wear debris in lubricating oils. The data can be corre-
lated with the extent in wear and hence, the performance charac-
teristics of either lubricating oils or diagnosis of failure of moving
components.

The procedure followed is explained in the following steps:
~a! Approximately 10 grams of oil sample was weighed in the

silica crucible and burnt at 450°C for 4 hours and at 650°C for 2
hours.

~b! The ash was dissolved in concentrated HCl acid.
~c! The mixture was diluted with distilled water to make 100 ml

solution ~Acid: Water: 1:100!
~d! Standard solutions of various metals~concentrations rang-

ing from 5 PPM to 20 PPM! were prepared.
This test of AAS was done to evaluate the concentration of

various metals present in the lubricating oil samples from 20 per-
cent biodiesel and diesel-fueled CI engines. This gave a fair idea
about the wear of different parts, material compatibility of the new
fuel with the existing engines. In the present study, since many
sliding components were involved, it was anticipated that the wear
debris originating from different metallic parts appeared in the
lubricating oil. Hence, various elements such as Fe, Cu, Zn, Cr,
Mg, Co, and Pb were analyzed by AAS and the results are shown
in figures given below.

Iron. The iron in wear debris could be because of wear of the
cylinder liner, piston, rings, valves, valve guides, gears, shafts,
bearing, rust, and crankshaft. The results on concentration of iron
as a function of oil usage are shown in Fig. 9. It is clearly seen
that for both the systems, iron increased at a higher rate initially
up to 128 hours followed by a slower increase. The most impor-
tant observation was that lubricants from 20 percent biodiesel-
fueled system indicated a lower increase in iron content and hence
lesser wear, which is because of improved lubricating efficiency
of biodiesel fuel.

Table 5 Typical sources of metallic elements in wear debris
„†14‡…

Fig. 7 Ash content versus hours of lube oil usage

Fig. 8 Schematic diagram for atomic absorption spectroscopy

Fig. 9 Iron concentration as a function of lube oil usage
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Copper. The copper in wear debris comes from wear of bear-
ings, and bushings. The results on concentration of copper as a
function of oil usage are shown in Fig. 10. It is evident that for
both the systems, copper increases at a constant rate. An important
observation is that lubricant from 20 percent biodiesel-fueled sys-
tem indicates approximately 25 percent lower copper content and
hence lower wear.

Zinc. The zinc in wear debris could be because of additive
depletion, extra additives being added due to addition of make-up
oil, wear of bearings, brass components, neoprene seals, etc. The
results on concentration of zinc as a function of oil usage are
shown in Fig. 11. It is observed that for both the systems, zinc
increased at a slower rate initially followed by a faster increase in
case of diesel-fueled system while the 20 percent biodiesel-fueled
system showed steady wear of these components. The main zinc
source in the engine is ZDDP, an additive in lubricating oil. An
important observation is that lubricant from 20 percent biodiesel-
fueled system indicated approximately 65 percent lower zinc con-
tent increases, hence lower wear of zinc containing components
and lower lubricating oil consumption.

Chromium. The chromium in lubricating oil comes from wear
of a cylinder liner, compression rings, gears, crankshaft, and bear-
ings. The results on concentration of chromium as a function of
oil usage are shown in Fig. 12. It is glaringly evident that for both
the systems, chromium concentration shoots up beyond 128 hours
in case of diesel-fueled system, while in the case of a 20 percent
biodiesel-fueled system, it happened beyond 256 hours of engine
operation. The lubricant from 20 percent biodiesel-fueled system
indicated approximately 20 percent lower chromium content
increase.

Magnesium. The magnesium in wear debris originates from
additive depletion, wear of bearings, and gearbox housing. The
results on concentration of magnesium as a function of oil usage
are shown in Fig. 13. It can be noticed that for both the systems,

magnesium concentration increased at a higher rate initially up to
128 hours followed by a slow increase. The lubricant from 20
percent biodiesel-fueled system indicated approximately 10 per-
cent lower magnesium content increase.

Cobalt. The cobalt in wear debris originates from wear of
bearings. The results on concentration of cobalt as a function of
oil usage are shown in Fig. 14. It is seen that for both the systems,
cobalt increased at a steady rate. Lubricant from 20 percent
biodiesel-fueled system indicated approximately 40 percent
lower increase in cobalt content compared to its diesel engine
counterpart.

Lead. The lead in wear debris could be because of wear of
bearings, paints, and grease addition. The concentration of lead as
a function of oil usage is shown in Fig. 15. For both the systems,
lead increased at a steady rate. Lubricant from the 20 percent

Fig. 10 Copper concentration as a function of lube oil usage

Fig. 11 Zinc concentration as a function of lube oil usage

Fig. 12 Chromium concentration as a function of lube oil
usage

Fig. 13 Magnesium concentration as a function of lube oil
usage

Fig. 14 Cobalt concentration as function of lube oil usage
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biodiesel-fueled system indicated approximately a 50 percent
lower increase in lead content and hence lower wear of lead con-
taining components.

All these observations suggested better additional lubricity
properties of biodiesel fuel apart from fuel value, confirming the
results of physical wear measurements.

Conclusions
A diesel engine can perform satisfactorily on biodiesel fuel

without any engine hardware modifications. Esterification has
been found to be an effective technique to prevent all long-term
usage problems associated with utilization of vegetable oils such
as fuel filter plugging, injector coking, formation of carbon depos-
its in the combustion chamber, ring sticking, and contamination of
lubricating oils. The carbon deposits on piston top and injector
coking substantially reduced in 20 percent biodiesel-fueled
system.

The wear of various vital parts reduced up to 30 percent be-
cause of additional lubricity properties of biodiesel. These results
of wear measurements by physical methods were also confirmed
by atomic absorption spectroscopy. Oil analysis studies proved to
be a powerful tool to estimate not only the condition of the en-
gines, but of other moving parts as well. Moreover, these tests
provided valuable and relevant information on the effect of fuel
chemistry on the lubricating oil system. Ash content, which
mainly represents wear debris, was found to be lesser in the case
of a 20 percent biodiesel-fueled system. One of the most interest-
ing studies conducted on the lube oils was for the estimation of
individual wear of engine vital parts such as piston, piston rings,
cylinder liner, etc. Atomic absorption spectroscopy studies on lube
oils indicated that biodiesel fuel led to lesser wear of engine mov-
ing parts in terms of lesser amount of metallic debris~such as Fe,
Cu, Zn, Mg, Cr, Pb, and Co! present in lube oil samples. Each
element, which is present in oil in the form of wear debris, origi-
nated from a different moving part. Such an analysis strongly
demonstrated that not only the performance characteristics but
also wear characteristics of moving parts are better for a 20 per-
cent biodiesel-fueled engine system.

Based on the studies presented, it is concluded that the fuels of
bio-origin are superior in wear performance to conventional fuels,
environment-friendly, biodegradable, and do not add to global
warming problems. Biodiesel can be readily adopted as a substi-
tute fuel to the existing diesel engines, which are widely used in
the rural agricultural sector of the country.
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Errata: ‘‘Schlieren Observation of Spark-Ignited Premixed Charge
Combustion Phenomena Using a Transparent Collimating Cylinder Engine’’

†ASME J. Eng. Gas Turbines Power, 2003, 125, pp. 336–343‡

K. Kozuka, T. Ozasa, T. Fujikawa, and A. Saito

In the Subscripts section of the Nomenclature~pg. 341!, the second item should have appeared as

c,d5ends of flame

Equations~6! through~9!, on page 342, should read as follows:

Yinc5r 0 sinbc5Youtc2tc singc (6)

Yind5r 0 sinbd5Youtd2td singd (7)

2r 5Yinc2Yind (8)

Aflame

Acylinder
5

2rh

2r 0h
5

Yinc2Yind

2r 0
(9)
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